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Abstract: Data uncertainty can be produced by several variables, including measurement and sampling mistakes, sensor
networks, environmental monitoring, and medical diagnostics. The goal of this study is to classify uncertain data.
Classifying uncertain data is critical for maintaining data quality, improving decision-making, optimizing system effi-
ciency, and increasing predictive accuracy. Addressing data uncertainty thoroughly ensures that systems and processes
run smoothly and provide accurate, actionable insights. To discover uncertainty data, we proposed a hybrid model
based on two well-known deep learning approaches (CNN and ANN). In this work, the classification of the Internet of
Things (IoT) data has been done, especially healthcare data. According to the findings in this work, the outcome of
the proposed hybrid model (CNN + ANN) has the best results and boasts the best success rate in comparison to the
traditional machine learning-based methods in terms of performance. The results of the proposed hybrid model based
on famous evolution metrics (Accuracy, Precision, Recall, and F-Score) are (97 %, 96 %, 94%, and 95 %) respectively.
Machine Learning and Deep Learning, etc are one of the application of the study. Our work treats classification for
uncertain data. For this purpose, a collection of people’s Blood Glucose Levels (BGL) and numbers for some of
their most noticeable body parts make up the dataset. Proposed a new hybrid model that combines CNN and ANN
models. We have looked at measurements to see how the proposed method outperforms well-known machine learning
algorithms. Finally, we have evaluated the proposed model, and based on conventional performance metrics, the tests
also demonstrate that the suggested strategy finds ambiguous data more effectively than alternative approaches.
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I. INTRODUCTION
Information that deviates from the values that were

intended for it or those that were initially stored due to
the presence of noise is referred to as uncertain data. The
degree of uncertainty or invalidity in data nowadays is
one characteristic that distinguishes it. Data uncertainty
can be caused by a wide range of reasons, including

measurement error, sampling error, environmental mon-
itoring, market research, sensor networks, and medical
diagnostics. Additionally, many data mining programs
may lose a significant amount of their fundamental per-
formance and efficiency if data uncertainty is not well
managed. Another challenge in many real-world applica-
tions is classifying and detecting uncertain stream data
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[1].
Data classification of huge datasets is a critical is-

sue in data mining. It is among the most important data
mining techniques to use classifications. In data min-
ing, researchers can figure out which examples of data
belong to which groups or classes. Unpredictability of
data is considered a major danger in Internet of Things
scenarios [2]. Data uncertainty is caused by several vari-
ables, unpredictable environments, inaccurate sensors,
including missing data, and transmission errors. Multi-
view learning is a fundamental technique in many Inter-
net of Things (IoT) applications that combines several
aspects to produce more thorough descriptions of data
objects. The majority of earlier research on Multiview
learning focused on improving prediction accuracy at
the expense of decision reliability [3]. These uncertain-
ties may have a significant impact on the accuracy and
dependability of IoT applications, which could lead to
less-than-ideal decision-making. Therefore, by enhanc-
ing the interpretability and dependability of IoT systems
through the quantification of uncertainty, the framework
enables better management of the unpredictable and vari-
able data inputs that are fundamental to Internet of Things
applications [4].

In addition, some heuristic and machine learning
methods, such as Bayesian Belief Networks (BBNs),
Fuzzy Sets [5], Naïve Bayes method [6]; Decision Trees
[7], Rule-Based Classification Algorithms (RBCA) [8],
Genetic models, Neural Networks (NNs) [9], and the
Radial Basis Function (RBF) network with the particle-
swarm optimization algorithm (PSO) [10], have been
applied to classify data in the presence of uncertainty.
Furthermore, the interests of academics in classifying am-
biguous data have recently converged. This is limited by
the necessity to apply clustering algorithms to particular
types of data and the requirement for strategies that can
handle ambiguous data.

The following are the main contributions (research
highlights) we made to this study:

• Our work treats classification for uncertain data.
For this purpose, a collection of people’s Blood
Glucose Levels (BGL) and numbers for some
of their most noticeable body parts make up the
dataset.

• Proposed a new hybrid model that combines CNN
and ANN models.

• The uncertain data is classified using the Convolu-
tional Neural Network (CNN). Based on the results
of the tests, the CNN network works well and ac-
curately to classify uncertain data.

• Using the Artificial Neural Network (ANN)

method, we were able to expeditiously assemble
the network, enhance its precision and accuracy,
and better train the network.

• We have looked at measurements to see how the
proposed method outperforms well-known ma-
chine learning algorithms.

• We have evaluated the proposed model, and based
on conventional performance metrics, the tests also
demonstrate that the suggested strategy finds am-
biguous data more effectively than alternative ap-
proaches.

There are six sections to the work that are discussed
in this study. The related work is in section two. The
dataset utilized for experiments and the proposed meth-
ods of machine and deep learning with training models
are described in sections three and four respectively. The
results and discussion are found in section five. Section
six includes a summary of the conclusion.

II. RELATED WORK
[11] Makes suggestions for semi-autonomous cars or

recommendation systems. To empower a system to make
wise choices when faced with the ambiguity of embedded
AI/ML models and potential safety-related repercussions,
as a result, this study offers a practical classification of
the three main causes of uncertainty: scope compliance,
data quality, and model fit. They notably highlight the
importance of these classes in the development and test-
ing of ML and AI models by creating ties to specific
actions during development and testing as well as tech-
niques for assessing and managing these distinct sources
of uncertainty. This paper [1] proposes a unique cali-
bration approach to enhance the lithofacies classification
uncertainty analysis. Scaling is used on a pre-fit machine
learning classifier based on validation data to modify the
probability. Reliability diagrams show that, following
Platt scaling, the predicted probability may more closely
resemble the genuine probability found in the data. Af-
ter the probability calibration, a lower value is produced
for the Brier score, which is essentially a loss function
that measures the multiclass accuracy in the probabilistic
prediction.

To handle the uncertainty mitigation issue when hu-
mans are involved in a text categorization task, a DNN-
based approach is put forth, in this paper [12] suggested
using metric learning for the feature representation in con-
junction with a dropout-entropy uncertainty measuring
approach. Their suggested technique significantly outper-
forms competing methods, as demonstrated by extensive
experiments on real-world datasets, which show a notable
gain in accuracy when a very modest fraction of the un-
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certainty forecasts is delegated to domain experts. In this
work [13] two well-known skin cancer imaging datasets
were analyzed using a novel, straightforward, and incred-
ibly effective uncertainty quantification methodology that
they developed based on the Three-Way Decision (TWD)
theory. In another work [14] the effects of classifica-
tion uncertainty (using classification entropy or predictive
variance from Bayesian approaches) and confidence cal-
ibration (utilizing post-process temperature scaling) on
calibration errors and classification accuracy were inves-
tigated. The main conclusions were that: 1) confidence
calibration reduces calibration errors, and 2) for Bayesian
algorithms, removing test samples with high classifica-
tion uncertainty and low classification confidence boosts
average precision and classification accuracy. The find-
ings imply that classification interpretation and accuracy
are enhanced by calibration and uncertainty.

The authors [12] provide a new way of approaching
AL. By merging the middle layer attributes of the basic
learner with the direct features of the training data into
a fully linked network, an uncertainty predictor is pro-
duced. The uncertainty learning model adopts a new loss
function with rank learning. The candidate set is created
through data sampling, and the set of chosen samples
is expanded through data augmentation. The suggested
approach does not employ handcrafted measures like en-
tropy or marginal sampling; instead, end-to-end uncer-
tainty learning is realized by the Uncertainty Learning
Network. Three hyperspectral data sets are used to assess
the suggested methodology. The experimental results val-
idate that the suggested approach works well with deep
models, like ResNet, serving as the basic learner.

Through automating the extraction of illness data
from electronic text pathology reports from the US Na-
tional Cancer Institute (NCI) Surveillance, Epidemiology,
and End Results (SEER) population-based cancer reg-
istries at the time of diagnosis and surgery, shown that
how DNN-based classification tools can be used to im-
prove cancer registries. Specifically, described several se-
lective classification strategies that achieve a goal level of

accuracy on several classification tasks while minimizing
the rejection amount, or the number of electronic pathol-
ogy reports for which the model’s predictions are unreli-
able. They demonstrate that while both approaches are
capable of identifying samples that require manual review
and labeling by human annotators, The recently presented
approaches outperform the in-house deep learning-based
abstention classifier by maintaining a greater proportion
without the need for retraining, resulting in a reduced
computing cost [15].

The large number of parameters P makes it impossi-
ble to use the Delta methodology, a traditional method for
evaluating epistemic uncertainty in statistical models, to
deep neural networks in an easy way. Shown that when
the least estimated eigenvalue of the Fisher information
matrix is near the L2-regularization rate, the approxima-
tion error will be close to zero even when K P. Using the
MNIST and CIFAR-10 datasets, illustrated the idea using
a TensorFlow implementation and show how two LeNet
and ResNet-based neural networks may generate mean-
ingful image ranks based on prediction uncertainty. This
implies that the categorization alone is not sufficient to
capture additional information in the uncertainty estimate
[16]; Skaug, & Brun, 2022).

III. MATERIALS AND METHODS
The goal of this study is to classify uncertain data.

Figure 1. Shows the research’s proposed architecture. We
proposed the new hybrid model (CNN+ANN). First, start
by taking an input sample dataset and cleaning up the
dataset. Then, the data is put through a few processing
steps. Finally, normalization has been done on the data
to implement the proposed method. This has been done
first by getting the results of different machine learning
classifiers after running them on the data. Then, we per-
formed feature selection through the CNN algorithm, and
the features were merged and several new features were
produced. Finally, these new features became inputs to
the ANN algorithm, for which they were classified into
certainty and uncertainty.
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Fig. 1. The research’s proposed architecture steps.

A. Dataset
In this work, the classification of the IoT data has

been done, especially healthcare data. The information
used includes the individuals’ blood glucose levels (BGL)
and numbers for some of their most visible body regions.
The dataset offered includes a list of people of different
ages who were either diagnosed with diabetes or not, to-
gether with their blood glucose readings and other basic
health information like blood pressure, heart rate, body

temperature, systolic blood pressure, and so on. Gaining
insight into the effects a person’s BGL has on their body
is the main goal of the data collection process. There are
16971 records in the collection, with 10 characteristics.
The dataset is available on the IEEE-Data Port website
(Deepali & Sharmishta, 2022). As shown in Figure 2
below, the heat map shows the details of features, and
the correlation between the features of the dataset is low,
and all the features have the lowest correlation with each
other.

Fig. 2. Heat map and correlation between the features of the dataset.

1) Data preprocessing : In this section, the preprocess-
ing of data is needed before it can be used for imple-
mentation. Text preprocessing refers to the cleaning and
preparation of text data for use in a certain environment.
Developers use it in almost every natural language pro-
cessing (NLP) pipeline. In our study, we removed stop-
words, sparse terms, special words, and accent marks
before lemmatizing the text. We also remove accents,
punctuation, and diacritics. The flowchart of the data
preprocessing is shown in the figure above, step by step.

B. Convolutional Neural Network (CNN)
The next step in our suggested approach’s growth

is to combine and synthesize features to create unique

and useful representations. Using a unique technique,
the Convolutional Neural Network (CNN) is typically
used for tasks such as picture classification. The network
creates new feature maps by methodically scanning an
image with different filters through complex procedures.
The image’s representation is enhanced by the several fea-
ture maps produced by this iterative procedure employing
different filters. Three sets of numbers, ranging from 0
to 255, represent the green, blue, and red channels that
make up an image. A grayscale picture, on the other hand,
is made up of a single set of values that are all included
in the same numerical range. The complex procedure is
finished by arranging this numerical data into an image-
like manner and feeding it into the CNN. The careful
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integration of nearby features results in the creation of
new feature maps. This complex procedure captures the
essence of CNN, a network that focuses on understanding
complex patterns through iterative feature fusion and con-

volution. The goal is to extract many additional features
that provide a detailed and comprehensive representation
of the input data [17]. The architecture of the proposed
CNN model is shown in Figure 3 below.

Fig. 3. The architecture of the proposed CNN model

Three layers make up the proposed CNN network:
one pooling layer, two convolutional layers, with an ac-
tivation function of "Relu," 12 filters of size (1, 3), and
an input shape of (1, 9, 1) make up the first convolutional
layer. The activation function "Relu" and 16 filters with
sizes ranging from 1 to 3 are present in the second convo-
lutional layer. A pooling layer with a size of (1, 2) makes
up the third layer, which is where most of the parameters
will be cut down. Flattening the data into a 1D array for
the ANN network’s input is the last stage in the CNN
network’s process.
1) Feature selection : By merging nine features, the
CNN network creates nine additional features. Nine pre-
vious features were combined to create the new features.
To train the classifier network, not every feature that is
generated is helpful. Choosing the most crucial charac-
teristics involves a useful process called feature selection.
With each characteristic, we produce a correlation map.
The characteristics that have little association are retained.
One feature is maintained and the others are eliminated if
there are strong relationships between them. Ultimately,
nine characteristics are chosen at the end of this process
and applied to the ANN classifier network.

C. Artificial Neural Network (ANN)
As we begin the process of building an artificial neural

network (ANN), we begin by importing the TensorFlow
model. The Sequential class serves as our creative palette

in the enchanted world of Keras, allowing us to create a
harmonic model that is a linear stack of layers that are
painstakingly placed in the order that they arrive. A sym-
phony of rich layers, each one a purposefully built brain
tapestry, unfolds on our canvas. Our design consists of
three layers: two are decorated with the vivid colors of the
’Relu’ activation function, while the third layer is dressed
in the subdued grace of the sigmoid activation function.
With 114 parameters, the first dense layer, including six
units, establishes the framework. With 42 characteristics,
the second layer tells its story in a unit count that is iden-
tical to the first. The third and last layer, a single unit
covered in seven parameters, provides the grand finish.
The generic Adam optimizer takes the conductor’s baton
and leads the learning rate through the complex score,
setting off a moment of orchestration. The loss is like the
beating heart of our creation: binary cross entropy, a pulse
that drives our model to new heights of comprehension.

Our work is taking shape, and the big reveal is getting
closer. The model is a work of art and science that has
been painstakingly created and is ready to be fitted to the
dataset. Under the vigilant supervision of a batch size of
32, the training set, a celestial input, converges to produce
a magnificent work of 100 epochs. Our artificial neural
network (ANN) is a remarkable example of the harmo-
nious combination of careful planning and sophisticated
computing. The architecture of the proposed ANN model
steps is shown in Figure 4 below.
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Fig. 4. The architecture of the proposed ANN model steps

IV. TRAINING AND EVALUATION MODELS
Supervised learning is now the most popular sub-

branch in the field of machine learning. The investiga-
tion of supervised learning algorithms is frequently the
first step in the process for aspiring machine learning en-
thusiasts. Deep learning, an intriguing area of machine
learning that examines algorithms that are fashioned after
the intricate structure and functions of the human brain,
is built on artificial neural networks, or neural networks.
This environment fosters the growth of both supervised
machine learning and deep learning algorithms, which use
labeled datasets to train and enhance algorithms that cor-
rectly classify data or predict outcomes. These datasets
encompass a wide range of attributes, such as certainty
and ambiguity, 30% of the dataset is used as a benchmark
for algorithm testing, and the other 70% is distributed
in a way that makes it easier for the model to be refined
throughout training. In this section, we trained and evalu-
ated a few supervised machine learning methods to com-
pare the results of our proposed model with the dataset
such as:

A. Support Vector Machine (SVM)
One of the most well-known supervised classes of

learning algorithms is Support Vector Machines (SVM).
SVM has seen significant expansion into a wide range of
disciplines, along with numerous algorithmic and mod-
eling variants. Simple support vector machine (SVM)
models address scenarios in which the precise values of
the data points are known. Its versatility is explained by
its application in a variety of situations were knowing the
degree of uncertainty surrounding forecasts is essential
[18].

B. Logistic Regression (LR)
The well-known classification method known as lo-

gistic regression is frequently applied in the fields of
statistics, machine learning, and data mining to learn bi-
nary responses. It works under the assumption that the
data values are exactly predetermined, which isn’t always

the case. Many applications encounter uncertain data due
to methods of data collection, such as repetitive measures,
out-of-date sources, and imprecise measurements, such
as in experimental physical settings [19].

C. Decision Tree (DT)
Decision trees are a popular method for classifying

data. This research suggests a categorization technique
for ambiguous data based on decision trees. Emerging ap-
plications include sensor networks, databases for moving
objects, and biological and medical databases that fre-
quently deal with data uncertainty. Many reasons, such as
limited measurement precision, out-of-date sources, mal-
functioning sensors, network latency, and transmission
issues, can lead to uncertainty in data [20].

D. K-Nearest Neighbors (KNN)
In multi-source forest inventories, one of the primary

techniques is the k-nearest neighbor estimation approach.
It’s a potent non-parametric technique with quite accurate
and straightforward to compute estimates. This method’s
lack of an uncertainty estimate for anticipated values and
areas of any size is one of its drawbacks [21].

E. Random Forest (RF)
Random Forest is a non-parametric ensemble ap-

proach where prediction error is not directly quantified.
When employing model-based continuous maps as inputs
to other modeling applications, like fire modeling, it’s
critical to comprehend forecast uncertainty [22].

F. XGBoost
A machine learning approach called XGBoost (ex-

treme gradient boosting) is based on decision trees and
sequential ensemble learning. Examine this brand-new
enhancing feature. Particularly for big and complicated
datasets, gradient boosting is a method that stands out for
its speed and prediction accuracy. It is among the most ef-
fective machine learning methods for creating forecasting
models [23].
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V. EXPERIMENTAL AND DISCUSSION
The performance assessment of the suggested re-

search approach is the main topic of this section. The
BGL and values for some of the most obvious body por-
tions of the subjects are included in the dataset. There are
16971 numbers in the dataset that have been labeled and
organized. The model was built using the machine learn-
ing libraries for Python. The Python packages contain
the libraries for Numpy, Pandas, and Sklearn. Utilizing a
CNN, the uncertain data is categorized.

The ANN algorithm has been utilized to better train
the CNN network, enhance its precision and accuracy, and
expedite the network’s integration. The CNN network
is very accurate and efficient for uncertain data. Next,

the outcomes of the suggested approach and those algo-
rithms were compared using seven conventional machine
learning models for classification, including KNN, SVM,
RF, LR, DT, and XGBoost. Moreover, the trainset and
test set are the two divisions of the dataset, 30% is in
the test set and 70% is in the trainset. Using the ANN
method, the CNN network classifies the ambiguous input.
The model’s performance has been assessed using the
following metrics and measurements to determine how
well the suggested approach performs:

Confusion Matrix: A table that shows the different
kinds of accurate and inaccurate forecasts is called a con-
fusion matrix [24]. The table of the confusion matrix is
shown as follows.

TABLE 1
CONFUSION MATRIX

Predictions Positive Negative
Positive True Positive (TP) False Positive (FP)
Negative False Negative (FN) True Negative (TN)

Accuracy: Divide the total number of forecasts by
the number of true positives and true negatives [25]; [24].
The equation accuracy metric is as follows:

Accuracy = T p+T n
T p+T n+F p+Fn ......(1)

Precision: The ratio of true positives to false posi-
tives and false forecasts is calculated. It is a metric used to
assess a classifier’s accuracy. Low accuracy is indicated
by a high rate of false positives [25]; [24]. The precision
metric is as follows:

Precision = T p
T p+F p ........(2)

Recall: Divide the total number of true positives by
the total number of false negatives and positive values
found in the test data. It goes by the name True Posi-
tive Rate (TPR) as well. It is a gauge of a classifier’s
comprehensiveness. A high proportion of false negatives
indicates a low recall rate [25]; [24]. The equation for the
recall metric is as follows:

Recall = T p
T p+Fn ......(3)

F-score: the sum of the accuracy and recall weights
of a measurement [25]; [24]. The equation for the f-
measure metric is as follows:

F − score = 2x Precision x Recall
Precision + Recall .....(4)

A. Results and Discussion
According to the findings in this work as shown in

Table 2, and Figure 5, the outcome of the proposed hybrid
model (CNN + ANN) has the best results and boasts the
best success rate in comparison to the traditional machine
learning-based methods in terms of performance. The
results of the proposed hybrid model based on famous
evolution metrics (Accuracy, Precision, Recall, and F-
Score) are (97 %, 96 %, 94 %, and 95 %) respectively.
This shows that the proposed model better than traditional
machine learning models at classifying uncertain data.

TABLE 2
COMPARE MODELS PERFORMANCE FOR CLASSIFYING UNCERTAIN DATA ACCORDING TO METRICS

Models Metrics Precision Recall F-Score Accuracy
LR 95% 93% 94% 95%
SVM 93% 90% 92% 93%
DT 89% 88% 90% 91%
RF 90% 89% 91% 92%
KNN 95% 93% 93% 94%
Xgboost 89% 87% 88% 89%
CNN+ANN 96% 94% 95% 97%
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Fig. 5. Compare models evaluation according to metrics

VI. CONCLUSION
The degree of unpredictability or uncertainty in your

data is referred to as data uncertainty, and it can affect
the accuracy and dependability of your data analysis and
decision-making. Measurement mistakes, missing num-
bers, outliers, ambiguity, inconsistency, and incomplete-
ness are all potential sources of data uncertainty. There-
fore, data uncertainty needs to be handled correctly so
that different systems can work as well as possible. This
work proposes a technique based on machine learning to

categorize uncertain data. The proposed technique is a
hybrid model of a CNN network and the ANN algorithm.
Also, several tests were done to look at the proposed
method and compare it to the K-NN classifier, SVM, DT,
RF, LR, and XGBoost. In particular, according to all the
popular measurement metrics as shown in Table 2, the
results are a clear sign that the proposed model is better
at classifying uncertain data than standard machine learn-
ing methods. In our future work, we will implement our
proposed approach on more powerful big datasets to help
make the best decisions in various areas.
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