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Abstract: In the recent days, most of the people stay in a hunchback position for a long time, due to usage of electronic
gadgets like smartphones, personal computers, laptops and tablets, which causes neck and back pain in large numbers,
which causes Text neck syndrome, Musculoskeletal disorders, Carpal Tunnel Syndrome and Computer Vision Syndrome.
Hence it has become mandatory for people to be mindful of their posture while sitting for long hours. Human pose
estimation has gained a lot of attention amongst researchers in a wide range of applications including computer vision,
video analytics and motion analysis. To address these risk factors, attempts have been made to develop a 3D Human
Pose Estimation (3D-HPE) model for detecting and correcting frontal plane (anterior) sitting postures in computer
workstation ergonomics using MediaPipe, and various variants of YOLO, algorithms. The proposed model locates
landmarks and analyzes kinematic points from the input video captured through a web camera. From these kinematic
points, the 3D-HPE model analyzes whether the human postures are good or bad based on the temporal duration of
prolonged time of poor posture. YOLOv8 gives the highest accuracy which is determined by mAP (Mean Average
Precision) value found 91.2 in terms of computational time and human pose estimation. Hence, YOLOv8x-pose is the
most suited deep learning algorithm for Real-time 3D Human Pose Estimation in Ergonomics. The proposed model
notifies the human by sending an alert message to the device for posture correction.
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I. INTRODUCTION

In many facets of our life, ergonomics, the science
of planning and arranging spaces and items to maximize
human performance and well-being, plays a crucial role.

Ergonomics are essential in any setting, including homes,
businesses, and even leisure activities which is based on
the ideas of improving efficiency, comfort, and safety
while lowering the possibility of health problems and
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discomfort.

A. Ergonomics

Ergonomics in the workplace is a major factor in driv-
ing productivity and employee satisfaction. It helps to
lessen tiredness, injuries, and discomfort by customizing
workstations, tools, and equipment to match the individ-
ual. Higher productivity, less absenteeism, and fewer
healthcare expenses for employers follow from this. The
influence of ergonomics goes beyond the workplace. It
affects the design of items we use on a daily basis, such
as chairs, keyboards, smartphones, personal computers,
laptops and tablets. It directs the creation of medical tools
and approaches to patient care in the field of healthcare,
ensuring that surgeries and treatments are carried out with
the least amount of stress on patients and medical staff. Its
primary goal is to improve our health, performance, and
general quality of life while reducing the risk of physical
discomfort, injuries, and health problems.

Detection, recognition and analysis of human actions
and behaviors plays an important role in real-time appli-
cations such as surveillance [1]; [2]; [3]; [4], humancom-
puter interaction [5], assistive technologies [6], sign lan-
guage [7]; [8]; [9], computational behavioral science [10];
[11] and consumer behavior analysis [12]. These applica-
tions have paved the way for the researchers in the Com-
puter Vision community to conduct research on action
recognition and human pose estimation [13]; [14]; [15];
[16] [17]; [18]. Sitting posture recognition plays a vital
role in ergonomics in preventing work-related Muscu-
loskeletal Disorders (MSDs), computer vision syndrome
and Text neck [19].
1) Text neck syndrome :The phrase "text neck" has be-
come more well-known as a health problem in the current
digital era. It describes the forward-leaning head and neck
stance that many people take when absorbed on digital
devices. Due to the sustained stress it puts on the cervical
spine, this position, which at first glance seems harmless,
can have serious repercussions [20]. Text neck is a se-
rious issue since it frequently results in musculoskeletal
issues. Mild discomfort that first develops over time may
become chronic pain and more serious spine problems.
Due to their widespread use and integration into our ev-
eryday lives, cellphones and other portable gadgets play a
key role in this problem. Beyond simple discomfort, the
effects of text neck frequently result in headaches, shoul-
der pain, and back pain. This discomfort may have an
effect on your mood, productivity, and general well-being.
Children and teenagers who use devices frequently are
also at risk for these issues.

Text neck is a representation of how closely technol-

ogy and health are intertwined. It highlights the value
of ergonomics in the digital age and the necessity of
thoughtful device use [21]. Text neck can be avoided
with simple changes like holding devices at eye level and
taking frequent screen breaks. Addressing text neck’s
effects is essential as our world becomes more connected.
It urges us to prioritize our physical health along with the
advantages of technology in our digital lives. In essence,
text neck serves as a warning about the importance of
maintaining our health in the digital age, making sure
that technology improves our lives without harming our
bodies.
2) Musculoskeletal disorders :In terms of both public
health and the world’s workforce, musculoskeletal dis-
order (MSDs) poses a ubiquitous and complex problem.
These illnesses cover a broad range of ailments that im-
pact the muscles, tendons, ligaments, joints, bones, and
associated anatomical systems, resulting in a variety of un-
pleasant and frequently incapacitating symptoms. MSDs
have become a significant issue in modern life, ranging
from the crippling swells of low back pain to the par-
alyzing grasp of carpal tunnel syndrome. They have a
significant negative impact on people, economies, and
businesses all over the world. MSDs have a significant
impact on workplaces, healthcare systems, and communi-
ties because of their frequency across a range of vocations
and age groups.

Beyond the physical domain, the effects can have an
impact on mental and emotional health and lower overall
quality of life. Thus, efforts to study, control, and prevent
these illnesses have become crucial. In order to under-
stand the intricacies of MSDs, epidemiological research
is crucial since it illuminates the causal causes, risk fac-
tors, and interactions between occupational and lifestyle
variables. A thorough investigation of this subject is
necessary to guide policies, interventions, and practices
intended to lessen the burden that these conditions place
on people and society as a whole as the globe struggles
with the issues brought on by the growing occurrence
of MSDs. This multidimensional study examines the
epidemiologic data pertaining to work-related neck, up-
per extremities, and low back musculoskeletal problems,
lighting the way forward.
3) Human pose estimation : Human Pose estimation
models can be ergonomists to evaluate the productivity
and performance of employees by studying their posture
[22]. At present, postural monitoring and diagnosis is
carried out by means of specific questionnaires, however,
these models cannot be suitable to monitor a person on a
continuous basis.

2D human pose estimation is a computer vision task
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that leverages learning to accurately identify and locate
critical points or landmarks, on the human body in a 2D
image. These key points often involve body parts such
as limbs, joints, well as essential regions like the head
and thorax. The process of determining a human body’s
modular 3D joint locations from an image or video is
known as three-dimensional (3D) human pose estimation.
3D human pose estimation is currently receiving more
attention in the computer vision community due to its
widespread applications in a wide range of fields, includ-
ing human motion analysis, human-computer interaction,
and robots. However, it is a difficult task due to depth
ambiguities and the lack of in-the-wild datasets.

B. Object Detection

Object detection witnesses great success in computer
vision due to the significant developments in neural net-
works especially deep learning [23]; [24]; [25]. To tackle
2D human pose estimation, neural networks (CNNs) are
employed due to their capability to extract intricate fea-
tures from images effectively. To begin the process, a
dataset of photos is needed, that have been annotated with
key point positions. The model architecture plays a role
in this task as researchers and professionals create net-
works that can effectively comprehend the intricate spatial
interactions and arrangements of these key points. By re-
ducing a predefined loss function often measured using
error, which quantifies the difference between predicted
and actual key point coordinates the model becomes capa-
ble of predicting the (x, y) coordinates of these key points
during training.

YOLO, or You Only Look Once, is a game-changer
in good posture estimation. It excels in real-time object
detection, making it ideal for continuous posture moni-
toring. YOLO’s architecture divides images into a grid
and predicts object bounding boxes and class probabil-
ities, which translates well to keypoint estimation tasks
like identifying posture landmarks. By training YOLO
on labeled datasets, it can quickly and accurately locate
these critical body landmarks. What sets YOLO apart is
its adaptability to varying conditions and camera angles,
handling lighting changes, background clutter, and oc-
clusions. It delivers instant feedback on posture, making
it effective for correction and habit-building [26]; [27].
This real-time capability is invaluable for healthcare, in-
dividuals, and tech developers aiming to leverage AI for
promoting and maintaining optimal posture, contributing
to overall well-being.

1) Challenges The challenges addressed in this research
work are as follows:

• Variability in Poses (Occlusion): Real-world sce-
narios often involve humans in varying poses and
levels of occlusion. Object detection models must
contend with these challenges to ensure accurate
identification, even when objects are partially ob-
scured or situated differently than during training.

• Real-World Environment: Real-world environ-
ments introduce complexities such as dynamic
lighting conditions, unpredictable backgrounds,
and varying camera angles. Adapting object detec-
tion models to these conditions is vital for practical
applications.

• Limited Data and Annotated Datasets: Annotat-
ing data for object detection tasks can be labor-
intensive and time-consuming. As a result, datasets
may be limited in size or diversity. Object detection
models must contend with the constraints imposed
by the availability of annotated data.

• Time Constraint: In ergonomics, object detection
models often have limited time to make accurate
predictions.

C. Contribution

The contribution in this research work is as follows:
• Developed a 3D Human Pose Estimation (3D-HPE)

model for detecting and correcting frontal plane
(anterior) sitting postures in computer workstation
ergonomics using deep learning models

• Proposed model analyzes whether the human pos-
tures are good or bad based on temporal duration
of prolonged time of poor posture.

• Model generates higher accurate results in terms of
mean Average Precision (mAP).

• Deployed for Real-time work environments.
• Notifies the human by sending an alert message to

the device for posture correction.

II. LITERATURE REVIEW
[28] made a thorough review of 3D pose estimation

based on existing deep learning models and stated its ad-
vantages and disadvantages of each of the models exten-
sively. The benchmark datasets used for comparison and
analysis are explored and the study on the current state
of development in 3d human pose estimation with the
insights that can facilitate future improvements in design
and algorithm of such models are deeply discussed. [29]
surveyed the human action classifications based on 3D
skeleton models. Their survey studies the technologies
and approaches used for 3D skeleton based classification
and points out the motivations and challenges in that do-
main. They introduce a categorization of most recent
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works in 3D-skeleton based action classification based on
the comparative study between different types data pre-
processing techniques, publicly available benchmarks and
commonly used accuracy measurements.

[30] presents a general framework of human pose
estimation in which they explore the limitations and chal-
lenges of a few existing work and discuss the scope for fu-
ture improvements in the field. [31] developed a feasible
and reliable RGB-D scene healthy human sitting posture
estimation framework using 15 skeletal joints which was
extracted from Kinect as the initial input. The health-
constrained spatial and relationships between objects and
human skeletal joints in RGB-D scene was calculated
using the Naive Bayes Classifier. The skeleton joints
distribution of a healthy individual was produced and a
framework was tested on a dataset with RGB-D scenes.
[32] introduces YOLO-pose and 2D multi-person pose
estimation in a framework that allows to train a model
end-to-end and optimize the object key similarity. All
the persons are localized along with their pose in a single

inference. Test time augmentations are not used in all
experiments unlike the traditional approaches that use
flip-test and multi-scale to boost performance.

[21] proposed a deep learning model fusing multi
model data and sitting posture recognition containing
modality-specific backbones, a cross-modal self-attention
module, and multi-task learning-based classification.
Their model showed high-performance results indicating
that the proposed model is promising for sitting posture-
related applications.

III. METHODOLOGY

The proposed research work is for desk job people
across the world to provide them a healthy lifestyle and
ensure that they dont fall for problems like neck pain,
shoulder pain, hunchback. The model constitutes Data
Collection, Object Detection, Keypoint Estimation and
Pose Estimation using YOLO modules whose architec-
tural diagram is shown in Figure 1.

Fig. 1. Architecture Diagram For 3D-HPE Using YOLO

A. Data Collection
A user-friendly interface for recording real-time video

in a 2D format inside an ergonomic framework is pro-
vided by the Data Collection module, which is created to
interact smoothly with the user’s built-in webcam. The
ability to capture videos continuously ensures unbroken
data gathering for lengthy periods of time. The mod-
ule integrates calibration tools to preserve measurement
accuracy and may be configured for use in a variety of
research environments. It is also compatible with a num-
ber of operating systems. It enables accurate information
gathering.

B. Object Detection
3D HPE makes use of YOLO and MediaPipe frame-

works to recognize and localize objects in pictures and
video frames. MediaPipe object detection model applies
inference to each frame of a video stream, searching for
objects. Each object detected by MediaPipe generates a
bounding box and a label to designate its category such
as "person," "car," or "dog." These detections come with
confidence scores, which represent the model’s level of
confidence in the presence of the object. MediaPipe addi-
tionally uses non-maximum suppression to assure precise
and non-redundant object detection.
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Fig. 2. Object detection

C. Keypoint Estimation
The 3D HPE model analyzes real-time video and per-

forms kinematic keypoint estimation to determine the
coordinates of specific body joints namely Head, Neck,
Eyes, Ears, Left Shoulder and Right Shoulder from a
sitting human posture. The inclination of the neck is a
critical determinant of posture quality, as the neck bears
the full weight of the head and serves as a convergence
point for all nerves in the spinal cord.

D. Pose Estimation Using YOLO
The model selection process begins with a critical

decision, choosing the YOLO architecture best suited for
pose estimation. Our research work considers two vari-

ants of YOLO namely ’yolov8n-pose.yaml’ and ’yolov8x-
pose-p6.pt,’ each offering unique capabilities. Further
enhancing our model’s capabilities is the incorporation
of pretrained weights, denoted as ’yolov8x-pose-p6.pt.’.
These weights bring the knowledge accumulated from
a broader dataset, providing a significant boost to our
model’s understanding of human poses. The model is
trained using COCO-Pose dataset which supports 17 key-
points for human figures, facilitating detailed pose estima-
tion with 100 epochs, each epoch consists of the YOLO
model to go back and forth through the data. Figure 3
shows the pose estimation using YOLO carried out in our
research work.

Fig. 3. Pose estimation using YOLO

1) Alert notification :Alert is triggered if bad posture is
detected. Notifies users to correct posture with a small

suggestion Please Sit Straight to improve posture. Figure
4 shows an alert notification sent to the desktop.

Fig. 4. Alert notification



39 J. Radhakrishnan et al., / International Journal of Technology and Engineering Studies 8 2022

IV. RESULTS
The developed 3D-HPE model is trained for 100

epochs using Adam optimizer with ReLU activation func-
tion. The performance of the model is determined by eval-

uation metrics namely mAP (mean Average Precision)
and Intersection over Union (IoU) as shown in Figure 5.
YOLOv8 gives the highest accuracy value found 91.2 in
terms of computational time and human pose estimation.

Fig. 5. Evaluation metrics

V. DISCUSSION & CONCLUSION
Our model is developed using YOLOv8x-pose to

address health risk factors such as Carpal Tunnel Syn-
drome, Text Neck Syndrome, Musculoskeletal disorders
and Computer Vision Syndrome, to improve their lifestyle
using human pose estimation in the context of ergonomics.
As the model generates accurate results in terms of Mean
Average Precision (mAP), it can be deployed for real-time
work environments for desk jobs. This model correctly
detects the imbalances in sitting posture and immediately
alerts the person to improve his/her posture. In the future,
this is aimed to be made into a plug-in like Google ex-
tension. This can be extended to be made for multiple
persons who become helpful for ergonomical study in
professional working spaces.
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