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Abstract: Eye-tracking has become a significant tool in various areas, incorporating interaction of humans with a
computer, computer vision, psychology, and medical diagnostics. Various protocols have been utilized to track the
gaze. Although, some may not be accurate in the real world, while others may need explicit custom calibration, which
can cause problems. Few of these techniques are associated with low image grades and varying lighting situations.
The latest success and popularity of deep studying has dramatically increased the effectiveness of eye-tracking. The
convenience of huge datasets additionally improves the function of deep learning-depend techniques. This technical
paper introduces the latest deep studying-depend gaze assessment technology with a concentration on Fully Convolution
Neural Networks (FCNN). This technical paper also gives an overview of other machine-based eye assessment methods.
This research objective to enable the research population to generate significant and useful horizons that can improve
the structure and growth of better, more effective deep learning depends on eye-tracking methods. This paper also gives
information on different pertained models, network structures, and open origin datasets to help train deep learning
models.
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I. INTRODUCTION

There are currently several kinds of commercial and
non-commercial eye capturing solutions, which include
appearance and model, depend on techniques. Although,
few of these solutions are costly or imprecise in true life,

It was released and gained popularity. [2] Well used for
classifying handwritten numbers. The FCNN model is
also suitable for processing large amounts of data and
is used in various fields like computer imagination [3],
speech identification [4], and language modeling [4]. The

while others need explicit utilization calibration, which
can cause problems [1]. Therefore, the latest eye-tracking
research has focused on making deep studying-depend
eye-tracking methods that do not need explicit utilization
calibration [1]. With the advent of deep studying, FCNN-
depend eye scoring models have become very famous.

FCNN model allows image functions (such as pupil and
blink position) to be mapped directly to the point of view
without using manually developed functions [5]. This
article focuses on FCNN and introduces methods for eval-
uating gaze based on appearance. The co-editors of this
article revised the manuscript review and approved its
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publication. Kim Jong Hoon also introduced another ma-
chine learning-based eye assessment method. This article
provides an overview of the latest FCNN gaze tracking
technology and provides researchers with valuable and
beneficial horizons that can improve the structure of better
and more effective deep learning gaze tracking methods.

II. BASIC CONCEPTS

This section describes some of the basic concepts re-
lated to the research, especially FCNN’s self-esteem. An
Eye Assessment is a technique aimed at understanding
the intentions and interests of the user [6]. Gaze assess-
ment technology focuses on the link between data image
and gaze direction [7, 8]. The direction of the line of
sight is assessed based on the specific characteristics of
the eye (for example pupil and corneal reflexes) drawn
from the eye area, image data gathered by one or more
cameras [9]. In general, eye assessment techniques can be
classified into two types: model-depend techniques and
appearance-depend methods [7]. See the next section for
more information on these two technologies. Few prac-
tical uses of gaze assessment include relation between
eyes [10, 11], driver’s eye observation [3, 12], on-screen
keyboard [13, 14] and Virtual Reality (VR) [15].

point of regard(POR)

Fig. 1. Schematic Diagram of Eye

III. PERFORMANCE METRICS FOR GAZE
CALCULATION

Gaze searching precision criteria are angle accuracy
in degrees [1, 15, 20], distance precision in cm or mm
[10, 21], and gaze rating [3, 13, 22]. This paper uses
the words "precision" and "assumption error” to explain

the function of different line-of-sight scoring systems.

A. Assessment of the Eyes by their Appearance

Appearance-depend methods are based on the photo-
metric look of the eye to assess gaze [9]. They usually
require a camera to take a snapshot of the eye and use it to
create a gaze assessment model that can match the appear-
ance of a captured image to a specific gaze direction. In
the real world, appearance-based gaze assessment models
are noticed to give good outcomes [11]. They are used
to directly assume screen correlates. That is, it can only
be utilized in one tool and one orientation [16]. This is
because the position of the line of sight is determined di-
rectly in the correlated system of the selected screen [17].
Several researchers have developed methods to predict
the position of looking at the camera [10, 18].

B. Model-depend Eye Assessment

Model-depend methods allow gaze assessment by
combining geometric eye models with eye properties like
corneal reflex and pupil center [19]. Fig 1 shows you
the geometric structure of the eye. Angle k is explained
as the angle between the visual line and the optical line.
The angle variation among the optical line and the vi-
sual line is represented as 6 = (&, ). Here 0 is a non-
changeable vector of every person [1]. Individual calibra-
tion of model-depend methods is commonly utilized to
calculate the value of 6 of every object.

pupil center

T

A truly categorized frame is one in which the predicted
fixed area is equivalent to the real fixed area. Prediction
errors are mainly described for regression issues. It is uti-
lized to estimate the degree to which the model predicts
line-of-sight correlates [23].
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A. Gaze Point Coordinates in Pixels

The estimation of the coordinates of the viewpoint in
pixels can be acquired from Equation 1 and Equation 2

[1].

GazeX = mean (Xjer + Xright ) (1)

GazeY = mean(Yleft+ Yright) (2)

Here (Xleft; Xright; Yleft; Yright) shows the real
coordinates of the line of sight of the left and right eyes
received by the eye tracking device.

B. Gaze Position

You can use Equation 3 to 4 to calculate the gaze
position (mm) distance on the screen [10].

XPosition(mm) = pu*GazeX (3)

YPosition(mm) = u*GazeY 4)

Of these, u is the size of the pixel of the display

utilized for eye searching. The calculation depends on

monitor screen size and pixel clarity. The calculation of
U can be obtained from Equation 5 [10].

u = dimz /dim, 5)
Here, as shown in Equation 6, DIMM is the screen

diagonal in millimeters (in inches), and dim is the screen
diagonal in pixels [1].

dim, = \/ width?, + height? ©)
Where height and width,, are the height and width of
the screen (in pixels).

IV. ON-SCREEN DISTANCE

As shown in Fig. 7 on the next page, when the ori-
gin of the gazel system (X,x1; Y pixer), the distance to
the user’s viewpoint on the screen is the origin and the
specific viewpoint. The offset is explained as the length
between the eye searching sensor and the bottom edge
of the screen. If the searcher is directly connected to the
bottom of the display, the offset will be 0 and the source
is at the center of the display.

V. GAZE ANGLE RELATIVE TO THE EYE

The viewing angle of a site on the display related
to the user’s eyes can be determined in Equation 7 and
Equation 8 [15].

gazeangle(8) = tan~ ' OSDist IZ (7

Here, Z is the length among the eyes and the display.

EstGP(mm) = \/((GazeX)2 + (Gaze_Y)* + (Z)z)
3)

A. Pixel Distance

At the time of calibration, few points will be showed
on the display screen and the user will be prompted to
view the showed points. The coordinates (x; y) showed
on the display screen constitute the basic truth of the
recorded image. 9 [21] can be used to calculate the offset
between the actual ground coordinates (GTx; GTy) and
the assumed viewpoint (Gazey; Gazey).

PiXyif,  pixels ) = \/ ((G]; —Gaze_X)? + (GTy — Gaze _Y)z) )

B. Angular Accuracy

The line-of-sight estimate (or assumption error) of an
eye-searcher (in degrees) can be showed as the angular
variation among the actual line-of-sight position and the
calculated line-of-sight position. Using Equations 7 8,
9, you can use Equation 10 [20] to calculate the forecast
error.

ang,.. = (U x PiX,p; s X €OS (mean(G)z) JEstGP (10)

C. Euclidean Distance in cm or mm

Several researches [10] and [18] use Euclidean dis-
tances to assess the accuracy of technologies. They give
the Average Euclidean Distance (AED) from the actual
gaze position. The mean Euclidean distance among the
calculated gaze coordinates (X, y) and ground gaze coor-
dinates can be acquired from 9.

1 n
AED = ~ Z \/(gt,xi — e,xi)2 + (gr_yi— e,yi)2 (11)
|
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D. Loosely Correct Estimation Rate

Line-of-sight precision can be calculated depending
on the attenuated true rate estimate [3]. Loosely Cor-
rect Estimation Rate (LCER) is acquired by splitting the
nearly correct number of frames by the all number of
frames. A near-true frame is one in which the predicted
line-of-sight is close to the actual.

The performance on the metrics for eye assessment
has explained by L.Kr et. Al [23]. Much of the perfor-
mance indicators used in this paper are dissimilar and
cannot be contrasted with each other. Therefore, the de-
signer must select an appropriate performance counter.

VI. FULLY CONVOLUTIONAL NEURAL
NETWORKS
In the deep study, FCNNS is a type of in-depth neural
network that is mainly used to access visual pictures [24].

They are motivated by the organization of the visual cor-
tex [21]. The visual cortex is the major area of the mind
that receives signals and processes the visual details trans-
ferred by the eye [25]. As described in Fig. 2, FCNNs
are too likely to traditional neural programs, consisting
of various neurons with trainable weights and distortions.
Every neuron in the network takes input, performs an
internal product operation, and by choice follows the dot
product through a nonlinear operation. The FCNN archi-
tecture explicitly assumes that whole inputs are pictures,
allowing utilizes to encode few attributes in the structure
[26]. The first 3 levels are accountable for quality extrac-
tion, and fully interconnected layers are responsible for
categorization [13].

Convolutional layer
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CNN-based gaze estimation

Fig. 2. A regular 3-layer and FCNN

A. Conolutional Layer

A convolution layer is made up of a group of trainable
parameters, and these parameters are made up of a set
of trainable filters. The width and height of each filter
(also known as the core) are small but extend to the whole
depth of the inlet volume [26]. When the input data is

passed to the network, every filter depends on the height
and width of input capacity and uses Equation ?? [26]
to compute the point operation between the filter input
and the input element. As the filter moves the input vol-
ume also moves with the height and width, as a result, a
two-dimensional function map is generated.

H[i, j| = (m*k)[i, j] =Y. Y kla,b]mli —a, j — b] (12)

b
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Here, m indicating the input picture, k represents the
kernel, and a and b indicate the rows and columns of the
result matrix.

B. Pooling Layer

The merged layer down the height and width of input
data that results in a smaller volume. There are many
types of pooling methods, which include maximum pool-

4 |20 |4 34

-

2 x 2 Max-pooling

ing and medium pooling. Takes the maximum value for
each area represented by the 2 x 2 filter. Create a value in
this area (for maximum union) or mean (for mean union)
and make a new matrix with every entry in a new matrix.
Both matrices are 4 matrices with a maximum or medium
range of 4x2x2. As shown in Fig. 3, moving the input
filter without overlapping the input area results in a 2x2
matrix.

ra
b
&
o

2 x 2 Average-Pooling

v

v

Fig. 3. Example of maximum and average pooling

C. Non-Linearity Layer

The non-linear layer is used to apply the element-wise
activation activity to the input data. The activation activ-
ity determines either a neuron in the network needs to
have functioned. Nonlinear activation performs nonlinear
transformations on the input data so that the network can
learn the complex associations in the dataset. There are
several types of non-linear activation functions such as
softmax, sigmoid, tanh, and linear rectifier unit Rectified

-4

Fig. 4. ReLu activation function [27]

D. Fully Connected Layer

Fully connected layers perform the final categoriza-
tion. It is consists of various neurons such as Neurons
in artificial neural networks. Equation 14 Use [27] to
compute the output of the neural layer Fully connected

Linear Unit (ReLu). The ReLu activation activity is most
commonly used because it gives good results. The ReLu
activation activity is defined by formula Equation 13 [13],
as defined in Fig. 4. As you can see, the ReLu activity
is straight for all positive numbers, but not for negative
values. Displays all negative values as zero.

relu(x) = max (0, x) (13)

Where x is the input of the function

IS

layers perform linear and nonlinear transformations of
one-dimensional arrays. Use Equation 14 for linear trans-
formations [22] and Equation 15 [13] for nonlinear trans-
formations.
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Z=WwIl.X=b (14)

Where X represents the input, b represents the vari-
ance, and W represents the studied parameter (or weight)
in the network. W is a matrix of randomly initialized
numbers.

output = o (Z) (15)

Where o represents an activation function and Z rep-
resents the result of a linear transformation operation.

VII. MACHINE LEARNING BASED
CLASSIFICATION METHOD

A. Line-of-Sight Assessment Method Based on Two-
Dimensional Classification

1) Classification method for assessing the driver’s gaze
area: Various studies have developed classification mod-
els for assessing gaze. [12] proposed a five-layer FCNN-
based technology to classify the driver’s field of view
and assess the head position. They created datasets using
different images of male and female drivers (including
glasses-wearing drivers). This study uses version [28] of
the AlexNet architecture, and experimental results show
that this method can provide 95% correct classification
accuracy for eye detection. Significantly improved design
of the personalized classification system for the driver’s
field of view. However, the design of singular systems
lags [29]. A typical system should be able to classify the
display area by different items and angles. [29] took it
one step further by developing a universal eye recognition
technology based on FCNN. The first strategy extracts the
entire face for training, and the second strategy extracts
the upper half of the face for training.

2) Line-of-sight classification method for input data:
Several studies have proposed methods for assessing vi-
sion for an on-display screen keyboard. These methods
use blinking as input to the eye searcher. They are very
useful for text communication using Zhangetal eye move-
ments. [13] Proposed an appearance-based calibration-
free technology that permits users to enter the text simply
by viewing at an on display of screen keyboard and blink-
ing. These photos were taken with webcams, mobile
phones, and electronic cameras. They applied various
data enhancement techniques to enhance image clarity,
lighting, little head rotation, and color stability of the
subject’s skin. They divided eye diseases into 10 groups,

including 9 directions (see above) and 1 closed eye dis-
ease. They created an FCNN line-of-sight classification
model based on a dataset that can learn 10 eye conditions
from 2 eye pictures. The model was checked and its pre-
cision was 95%. [30] proposed a non-contact method
for entering a line of sight using a head gesture. To en-
ter a string, the user can display the desired character
on the virtual QWERTY keyboard and perform a series
of gestures. Gesture sequences are recorded by a face
recognition system based on a deep neural network given
by OpenCV [31]. The refined video is utilized as an in-
put source to the pre-trained HopeNet model [32]. The
HopeNet Model is an innovative FCNN-based head po-
sitioning model that calculates clear angles from EGB
images. Then use the output of the pre-trained model to
train the RNN model. This allows you to predict the order
of clusters that users will see. The suggested cluster of the
sequence is utilized to suppose the correct vocabulary that
can be built from the sequence. This model was checked
using data from 2234 videos from 22 objects with the
precision of 21.81%.

3) Method for assessing line of sight based on three-
dimensional classification: Eye-tracking technology pro-
vides high precision in assessing eye tracking in the x
and y directions but does not depend on depth [33] Ex-
perimental results show that in the case of the model, the
line-of-sight accuracy obtained by this method is 90.1%,
and the line-of-sight accuracy obtained using the gen-
eralized model is 89.7%. [33] have suggested a neural
network-depend method for estimating the depth of field
of a forehead eye searcher. They utilized a two ocular
eye searcher with 2 cameras to catch gaze details from
an object observed at a fixed point of 1-5 meters. The
recorded visual vector is utilized to train the NN model.
The model is assessed and the outcomes showed that the
mean classification fault generated by the model is < 10%.
4)  Summary: Knowing the direction of the gaze can
give important insight into the problems of various users.
Various other methods for classifying gaze assessment
have been proposed, including user access queue (EAC)
detection methods. EAC refers to a specific eye move-
ment pattern that can provide information about cognitive
processes in the human mind [34, 35]. George and Ru-
tray [22] developed an FCNN model based on real-time
regression and low computational cost to estimate the
likelihood of eye intrusion into the desktop surrounding.
In this study, eye pictures were drawn from a data set
involving facial images of various individuals.
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VIII. LINE-OF-SIGHT CALCULATION
DEPEND ON MACHINE LEARNING

REGRESSION METHOD

A. Line-of-Sight Calculation Method Depend on Two-
Dimensional Regression

1) Regression method by handwriting or in combina-
tion with external functions: The regression gaze scoring
method attempts to evaluate the ability to map an input
variable (x) to a numeric output parameter (y). Various
regression solving methods have been developed to esti-
mate the line of sight. [18] proposed a regression-depend
gaze tracking method for devices called iTracker. They
generated an extensive dataset containing 2 million im-

ages from over 1,450 mobile phones and tablets. Collect
recordings in different lighting conditions, in different
backgrounds, in different directions, and different head
positions. The face mesh is a 25x25 binary input mask
that can be utilized to define the position of the eyes and
head for every picture. Depend on the data material; the
iTracker system has been continuously trained to assume
camera distance for mobile phones and tablets in the X
and Y directions. Experimental outcomes show that the
model assumption errors for mobile phones and tablets
are 1.77 cm and 2.83 cm, respectively. Set up the trained
model for each device and orientation. For mobile phones
and tablets, the forecast error is reduced by 1.71 cm and
2.53 cm, respectively.

TABLE 1
OVERVIEW OF CLASSIFICATION METHODS BY APPEARANCE FOR PREDICTIVE CALCULATIONS

Rd.  Accuracy Architecture Data.wt Image Resolu- Added Feature Network Input  Application
tion Area
[12] 95% Own architecture Own dataset 42 X 50 - Full face Automobile
[15] 6.7 Le Net CAVE. Own dataset 28 X 28 - Two eyes VR/AR systems
[22] 89.81% Own architecture Eye Chimera 42X 50 - Two eyes Desktop envi-
ronments
[29] 93.36% Alex Net. VGGI6 Own damsel 224 X 224. 227 e Full face Automobile
X 227
[13] 95.01% Own architecture Own douse 32X 128 Two eyes Gaze-based typ-
ing
[3] 92.8 -99.6% VGGFacel6 CAVE, Own dataset 224 X 224 PCCR Vector  Full face and Automobile
two eyes
[36] 95.18% Alex Net. VGG16. Own dataset 224 X 224,227 - Full face Automobile
Res Net. Squeeze X227
Net
[371 89.7% -90.1% Own Architecture ~ Own dataset - - Two eyes VR/AR systems
[38] EER:1%-21.45% SegNet Own dataset 240 X 320 Two eyes Forensics (post-
mortem iris
recognition)
[39] EER:0.85% - Own dataset - - A sequence of Biometrics
gaze points from
the two eyes
[40] - Own architecture Own dataset - - Two eyes Biometrics

B.  3d Regression-Built Techniques for Gaze Calculation

1) Regression techniques for free head 3D eye tracking:
Few existing line-of-sight calculation methods can only
estimate the line-of-sight position on the screen [7, 41]
and do not give detail about the line-of-sight vector and
eye position. These methods did not catch the linkage
among head position, eye movements, and line-of-sight
vectors. [42] They only need to study this linkage from
the dataset, which leads to over fitting of the top-down
relationship [42]. Several technologies offer advanced
performance. However, using these methods, it is pos-

sible to predict only the gaze area on the screen, but
not the three-dimensional surface [42]. Few applications
require detail about a specific subject or area that the
user is viewing [42]. These uses require a line-of-sight
calculation method that can compute line-of-sight inter-
sections between 3D line-of-sight vectors and different
objects in a 3D view [42]. Examples of these applications
consist of monitoring of attention of drivers, advertising
investigation, and research [42]. Free heads line-of-sight
technology evaluates eye position and line-of-sight vector
in three-dimensional space [43].
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TABLE 2
A SHORT SUMMARY OF APPEARANCE-DEPENDENT REGRESSION METHODS FOR GAZE CALCULATION
Ref  Accuracy Architecture Dataset Image Resolution Added Features Network Input Application area
[18] 2cm,about3 iTracker Gaze Capture 224 X 224 Face grid Full face and two Mobile phones and
eyes tablets
[10] 4.85cm iTracker Gaze Capture 144 X 144 HOG Full face and two Mobile phones
eyes
[21T 4.63 Own architectures MPH Gaze, UT - - Two eyes Consumer electronic
Multi view systems
[20] 1.53 DeepID Own dataset 40x 70 - One eye In the wild environ-
ments
[17] 4.8,6.0 Alex Net MPH Gaze, 448 X448 Spatial weights Full face 217 and 3D gaze esti-
EYEDIAP mation
[44] 29.53 mm iTracker Own Dataset 400 X 120 - Face -
[1] 1.0,1.3 Own Architecture  MIT 100 X 100 - Fixation patch Indoor environments
[11]7 13.9 Own Architecture  MPII Gaze 36 X60 - Full face In the wild environ-
ments
[42] 4.3 Alex Net MPII Gaze. UT 224x224 Gaze transform layer Full face and one 3D gaze tracking
Multi view eye
[43] 6.5 Own architecture ~ Own dataset 15X9 - Synthesized eye im- 3D gaze tracking
ages
[45] 5.1and 6.2 VGG-16 EYEDIAP 128X48 Facial landmarks Full face and two 3D gaze tracking
eyes

IX. LINE-OF-SIGHT ESTIMATION METHOD
BASED ON THREE-DIMENSIONAL
REGRESSION

A. Regression Method For 3D Line-of-Sight Tracking

Some existing line-of-sight estimation methods can
only estimate the line-of-sight position on the screen
[7, 41] and cannot provide information on the line-of-
sight vector and eye position. These methods do not
capture the relationship between head position, eye move-
ments, and gaze vector. [42] Merely examining this re-
lationship from the dataset results in over fitting of the
top-down relationship [42]. Examples of such applica-
tions include driver attention monitoring, advertising anal-
ysis, and research [42]. Free head line-of-sight technol-
ogy can estimate eye position and line-of-sight vector in
three-dimensional space [43]. [42] have proposed an effi-
cient and inexpensive three-dimensional eye assessment
method for tracking eye movements. They proposed a
strategy for creating a gaze scoring model that can effec-
tively capture the free movement of the head and eyes.
In this strategy, gaze scoring is divided into two sepa-
rate modeling tasks, and two different FCNN models are
trained to simulate eye and head movements. Table 2
lists several selected regression-based gaze estimation
methods.

X. DISCUSSION

This section describes an FCNN-based gaze assess-
ment method. This section is divided into four subsec-
tions. The first part describes the existing method for

assessing vision, and the second part describes the com-
parison between the calibration-based method and the
FCNN method. The third subsection contains the various
datasets used to evaluate the performance of the FCNN
model, and the last subsection contains information about
the network parameters used to train the FCNN gaze
estimation model.

A.  Machine-Based Line-of-Sight Tracking

Eye-tracking is a very interesting area that attracts the
attention of many researchers. It is an excellent tool for
studying human behavior in various fields such as psy-
chology, medicine, marketing, and automobiles [3, 46].
Since vision can be used for navigation and control, it
can also be used to improve human-computer interaction.
Many methods have been proposed and used in the liter-
ature for torque estimation [19]. However, we recently
discovered that it differs from traditional eye-tracking
methods, which are mostly model-based. Compared to
model-based methods, gaze-based assessment has not yet
yielded many benefits. Several existing appearance-based
methods solve the problem of 2D and 3D line-of-sight
estimation.

B. Calibration Based Eye Assessment and Deep Learn-
ing Eye Assessment

This section compares calibration-based eye estima-
tion methods with deep learning-based eye estimation
methods. Calibration-based methods can give better re-
sults than non-calibrated methods. As shown in Table 3,
calibration-based models are well suited for object- and



Raza, M. et al. / International Journal of Technology and Engineering Studies 6(2) 2020 60

posture-independent applications. This is because some
heads have a fixed position [17] and the head cannot move
freely. Most of them also require training in specific areas,
and some of them are assessed in specific areas, which
limits the effectiveness of generalization [47, 48]. In con-
trast, deep learning gaze assessment models are posture
and object independent and can perform gaze assessments

that do not require complex adjustments or calibration
procedures. They range from 50°C [49, 42, 43] [79] to
over 1000 points [18] and are therefore more versatile
(compared to calibration-based methods). Shows calibra-
tion properties. The head can move freely, so it can be
used for unlimited line-of-sight tracking. It can also be
extended to multiple devices and directions.

TABLE 3

COMPARISON OF TECHNOLOGIES BASED ON CALIBRATION AND FCNN

Rd  Accuracy Configuration 1 Lead Movement
CNN-based Techniques
[18] 2cm Eye and Face Images, Face grid Yes
[21] 4.63 Eye images Yes
[20] 1.53 Eye images Yes
[17] 4.8,6.0 Image dataset Yes
[11] 1.0,1.3 Image dataset Yes
[12] 95% Full face images Yes
[42] 4.3 Face and eye images Yes
[29] 93.36% Face images Yes
[12] 95.01% Eye images Yes
[3] 92.8-99.6% Face and eye images Yes
[36] 95.18% Face images Calibration - based techniques  Yes
[50] 1.25 2 cameras, 2 light sources Yes
(471 3.78 1 Kinect sensor integrated LEDs Yes
[51] 0.6 4 Cameras, 2 LEDs. Stereo systems Yes
[521 1.0 1 camera. Stereo system, and LED Yes
[53] 0.87 1 camera, 1 infrared light source No
[54] 1.5 2 video cameras Yes
[55] 1.11 2 IR light Sources No
[48] 1.3 4 LEDs and Webcam Yes
[55] 14 1 Video Camera No

C. Eye Assessment Protocol

Some early research used small datasets to create
appearance-based models. However, it is impossible to
generalize these models to real estimates. Visual field
assessment is characterized by changes in light, eye im-
ages, and head position. Thus, the new appearance-based
model trains the model on large datasets. For example,
the Gaze Capture dataset contains 1.4 million available
images, collected by over 1,400 users in a variety of head
positions, looks, and lighting conditions. The MPIIGaze
dataset contains 213,000 images of 15 people with 15
different eye positions. The dataset was collected over 3

months of daily laptop use. The position and coverage
of some of the heads in these datasets are still limited.
Proposed a new learning framework that combines multi-
ple images of the eye area. In this study, a combination
of a 3D eye model and a real-time rendering structure
was used to create one million composite images. By
comparing the performance of a dataset to other datasets
using real images, you can gauge the quality and ease
of use of the dataset and get competitive results. This is
because the ImageNet based model has captured various
features such as curves and edges (original planes). This
is very useful for most classification tasks.
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TABLE 4

SEVERAL DATASETS SELECTED FOR EYE ASSESSMENT

Rd. Dataset Year Size Head Poses Gaze Direction  Identities Purpose

[56] PUT 2008 9971 5 - 100 Face recognition

[41] HPEG 2009 20 videos 2 - 10 Evaluation of eye
gaze and head pose
estimation.

[57] RS-DMV 2010 10 videos - - - Eye gaze and had
pose estimation

[58] WD Ref 2012 99773 NA NA 2,995 Face recognition

[49] CAVE-DB 2013 5880 5 105 56 Face recognition

[43] Celeb face 2014 202599 Continuous NA 10.177 Image classification

[59] Eyedip 2014  videos Continuous Continuous 16 Face recognition

[43] UT Multi view 2014 64000 8+synthesized 160 50 Eye gaze estimation

[60] VGG-Face 2015 2.6 million  Continuous NA 2622 Appearance-based
gaze estimation.

[61] Tablet Gaze 2015 816 videos 4 35 51 Face recognition

[62] Google 2015 200 million Continuous 8 million Unconstrained gaze
estimation

[11] MPII Gaze 2015 213659 Continuous Continuous 15 Evaluation of gaze
tracking techniques

[18] Gaze Capture 2016 2445504 Continuous 13+ Continuous 1474 Gaze estimation

[3]1 DDGC- DBI 2018 39108 Continuous 17 20 Driver classifica-
tion Gaze Near-eye
gaze estimation

[63] Nv gaze 2019 2 million Continuous - 35

[63] Nv gaze 2019 2.5 million - - - Near-eye gaze esti-
mation

MPIGaze

Fig. 5. Sample images from four datasets [64]
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D. Network Parameters Used to Train Appearance-
Based Gaze Assessment Models

As shown in Table 5, FCNN training requires pa-
rameters for heart rate, number of iterations, mini batch
size, learning rate, and weight loss. Select a value for
each setting based on the problem you want to solve.
Most research has shown that the Stochastic Gradient

Descent (SGD) optimizer performs well at 0.9 momen-
tums. Momentum helps speed up the gradient vector in
the right direction, speeding up convergence. Especially
when fine-tuning the model, it is recommended to use a
lower learning rate to maintain the weight of the previous
workout. In Fig. 6-9 also show some views of the deep
learning architecture.

TABLE 5
SOME PARAMETERS SELECTED FOR TRAINING THE DEEP LEARNING GAZE ASSESSMENT MODEL

Ref Momentum Initial Learning Rate Weight Decay Mini-Batch Size Epoch Optimizer
[18] 0.9 0.001, reduced to 0.0001 0.0005 256 150,000 -
after 75,000 iterations.
[3] 09 0.000001 0.0005 20 16 SGD
[10] 0.9 0.00001 0.9epoch 20 10 SGD
[29] - 0.0001 - 32 (Alex Net) & 64 5 Adam
(V0016)
[36] - 4 x 10-4 (for Squeeze Net) - 64 (Alex Net& 50 Gradient Descent
and 0.0001 (for Alex Net, Squeeze Net 32
VGG16 and ResNet50) (VGG16) & 64
ResNet50)
[29] 0.9 0.001, decreased 3 times  0.0005 256 74 SGD
[65] 0.9 0.1. divided by 10 when 0.0001 256 60x 104 SGD
the error plateaus.
[46] 0.9 0.01, manually decreased - 128 15 SGD
by order of magnitude as
soon as the validation er-
ror stops decreasing. De-
creased finally to 0.0001.
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Fig. 6. Alex Net network architecture [28]
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XI. LIMITATIONS, FUTURE WORK
INSTRUCTIONS AND SUMMARIES

A. Limitations and Future Work Instructions

The experimental results given in [1] show that some
of the proposed methods for assessing visual acuity give
the most recent results. However, all research usually has
limitations that form the basis of future research. This
section contains some restrictions on FCNN-based gaze
assessment methods.

right eye

L
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E..E.,.l “5535 ‘
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The calibration-based gaze estimation method has a
better prediction error than the FCNN-based method. The
prediction error of most FCNN-based in-line estimation
methods is greater than 0.5 mm. One of the main reasons
is the lack of large balanced variable data. Most of the
datasets available do not reflect design and instructions
very well. Images in these datasets are captured by mul-
tiple devices, but the variability and amount of training
data (displayed in the dataset) are imbalanced for each
device.

Fig. 7. Tracker architecture [18]
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Fig. 8. Deep face architecture [46]
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Some observations in the literature suggest that build-
ing a robust and efficient FCNN model can be time-
consuming, time-consuming, and expensive to compute.
FCNN is very time-consuming because the developers
perform many resource-intensive operations that require
access to very fast computers, for example, B. A GPU-
accelerated cluster computer or a high-speed multi-core

processor.

Several studies [17] have offered a scatter plot gaze
rating model besides a general two-dimensional gaze rat-
ing model. Experimental conclusions presented in the
material show that the performance of the heat map model
is lower than that of the 2D star point model.

TABLE 6
VGG-16 NETWORK ARCHITECTURE [66]

ConvNet Configuration
A A-LRN B C D E
11 weight layers 11 weight layers 13 weight layers 16 weight layers 16 weight layers 19 weight layers
Input (224 x 224 RGB image)
conv3-64 LRN conv3-64 conv3-64 conv3-64 conv3-64 conv3-64 conv3-64
conv3-64 conv3-64 conv3-64
Maxpool
conv3-128 conv3-128 conv3-128 conv3-128 corn/3-128 conv3-128
conv3-128 conv3-128 conv3-128 I conv3-128
Maxpool
conv3-256 conv3-250 conv3-250 conv3-250 conv3-256 conv3-250
conv3-256 conv3-256 conv3-256 conv3-256 conv3-256 conv3-256
convl-256 conv3-256 conv3-256
conv3-256
Maxpool
conv3-512 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512
coav3-512 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512
convl-512 conv3-512 conv3-512
conv3-512
Maxpool
conv3-512 conv3-512 conv3-512 conv3-512 conv3-512
conv3-512 conv3-512 conv3-512 conv3-512 conv3-512
conv3-512 conv3-512 conv3-512
conv3-512 conv3-512
convl-512
Maxpool
FC-4096
FC-4096
FC-1000
soft-max

Various the FCNN-based technologies presented in
this paper are a representation for an unrestricted environ-
ment where different head postures, appearance, lighting,
face closure, etc. may affect the captured images. Their
conclusions indicate that there is yet a lot of area for
improvement. Studies in the future may focus on devel-
oping reliable, improved, unlimited technologies that can
handle many practical changes.

However, the same settings were made to the ROI
image. Differences between the complete model and the
ROI imaging model can accelerate changes that nega-
tively impact the viewing correct of the final model. For

better results, models are drawing for ROI pictures should
further use pertained with techniques ROI images rather
than full images.

Training FCNN with low-quality images can improve
the learning rate, but the results presented in [15] show
that poor quality pictures significantly impact the gaze
correct of instantaneous FCNN-based estimates. Study in
the future needs to take into account the development of
technologies that complement speed accuracy.

Several gaze assessment models put forward in the
literature have directed on corresponding small datasets
.Consequently, they did not yield competitive conclusions.
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Building efficient and powerful deep learning models typ-
ically require large, well-balanced datasets. This should
be the focus of future research.

XII. CONCLUSION

In this article, we’ll show you how to gauge your vis-
ibility by your appearance and focus on FCNN. Line-of-
sight estimation techniques can be classified into model-
depend methods and appearance-depend methods. Model-
depend methods can be divided into temporal reflex meth-
ods and shape-depend methods. They use eye reflexes
(also known as blinking) to assess the eyes to determine
the position of the eye in three-dimensional space. The
corneal reflex method relies on using an external light
source to detect features, while the shape-based method
relies on the observed shape of the eye to assess the line of
sight, such as the edges of the iris or the center of the pupil.
Unfortunately, these techniques do not accurately handle
poor quality images or pictures with varying lighting
order. The appearance-based classification depends on
the appearance of the assessing look. Displays the func-
tionality of the image directly to the gaze point without
using manually created functions. Unlike a model-based
method, you can process low-resolution images reliably.
You can also summarize new profiles nicely without use
custom proof. Early appearance-depend classifications
introduce survey assessment methods that allow infer-
ence about stuck head positions and user training proof.
Subsequent papers presented improved techniques that
could handle various head postures, light, and surfaces.
However, all of these methods need subject learning of
the model. Recent studies [11] and [17] have focused on
establishing techniques that can handle deferential head
postures or the assessment of object-independent gaze.
However, some of these methods require large priming
datasets. To meet that demand, various studies [11] have
provided large gaze assessments, consisting of pictures
of various head positions and lighting situations. Because
of its popularity and effectiveness, this paper focuses on
deep learning conclusions (and other machine learning
conclusions). The success of deep learning algorithms is
driven by the accessibility of large datasets and modular
computing assets such as thousands of CPU cores and
GPUs. The main objective of this learning is to provide
the experimentation community with an exclusive bench-
mark that is appropriate for improving the development
of modern methods for assessing gaze based on appear-
ance. We hope this learning will help the experimentation
community and facilitate the development of improved
gape assessment methods.
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