
This article was downloaded by:
Publisher: KKG Publications

Key Knowledge Generation
Publication details, including instructions for author and
subscription information:
http://kkgpublications.com/technology/

EMS-GT2: An Improved Exact Solution for the (l,
d)-Planted Motif Problem

MARK JOSEPH D. RONQUILLO 1, PROCESO L. FERNANDEZ 2

1, 2 Ateneo de Manila University, Quezon City,
Philippines

Published online: 22 June 2017

To cite this article: M. J. D. Ronquillo and P. L. Fernandez, “EMS-GT2: An improved exact solution for the (l, d)-planted motif
problem,” International Journal of Technology and Engineering Studies, vol. 3, no. 3, pp. 124-132, 2017.
DOI: https://dx.doi.org/10.20469/ijtes.3.40005-3

To link to this article: http://kkgpublications.com/wp-content/uploads/2017/3/IJTES-40005-3.pdf

PLEASE SCROLL DOWN FOR ARTICLE

KKG Publications makes every effort to ascertain the precision of all the information (the “Content”) contained in the publications
on our platform. However, KKG Publications, our agents, and our licensors make no representations or warranties whatsoever as to
the accuracy, completeness, or suitability for any purpose of the content. All opinions and views stated in this publication are not
endorsed by KKG Publications. These are purely the opinions and views of authors. The accuracy of the content should not be
relied upon and primary sources of information should be considered for any verification. KKG Publications shall not be liable for
any costs, expenses, proceedings, loss, actions, demands, damages, expenses and other liabilities directly or indirectly caused in
connection with given content.

This article may be utilized for research, edifying, and private study purposes. Any substantial or systematic reproduc-
tion, redistribution, reselling, loan, sub-licensing, systematic supply, or distribution in any form to anyone is expressly
verboten.

http://crossmark.crossref.org/dialog/?doi=10.20469/ijtes.3.40005-5&domain=pdf
http://kkgpublications.com/technology/
https://dx.doi.org/10.20469/ijtes.3.40005-3 
http://kkgpublications.com/wp-content/uploads/2017/3/IJTES-40005-3.pdf 


International Journal of Technology and Engineering Studies
vol. 3, no. 3, pp. 124-132, 2017 IJTES

EMS-GT2: AN IMPROVED EXACT SOLUTION FOR THE (l, d)- PLANTED
MOTIF PROBLEM

MARK JOSEPH D. RONQUILLO 1∗, PROCESO L. FERNANDEZ 2

1, 2 Ateneo de Manila University, Quezon City, Philippines

Keywords:
Planted (l, d)-Motif Problem
Bit-Based
Exact Enumerative Algorithm

Received: 12 December 2016
Accepted: 18 March 2017
Published: 22 June 2017

Abstract. In this research, the EMS-GT2 algorithm, an extension of the Exact Motif Search-Generate and
Test (EMS- GT), an exact enumerative algorithm for PMS, is being proposed. In EMS-GT2, a new speedup
technique based on an important property is discovered and incorporated. This speedup has enabled a more efficient
block-processing of candidate motifs. The C++ implementation of EMS-GT2 running on synthetic data for several
PMS challenge instances demonstrates that it is competitive with both the EMS-GT and qPMS9, the two current
best exact solutions for PMS. In particular, EMS-GT2 is able to reduce the run-times of EMS-GT by 20.3%, 15.8%
and 22.6% for the (l, d) challenge instances (13, 4), (15, 5) and (17, 6) respectively. It also outperforms qPMS9,
having runtime reductions of 91.6%, 79.3%, 82.0%, 59.4% and 9.7% for the (9, 2), (11, 3), (13, 4), (15, 5) and (17, 6)
synthetic challenge instances respectively.

INTRODUCTION
DNA motif finding is a well-studied topic in computa-

tional biology. A motif is a short pattern of interest that occurs
in a large amount of biological data. Detection of these motifs
often leads to new biological discoveries. This may lead to
finding transcription factor binding sites that help biologists
understand gene functions, understand human diseases, identify
potential therapeutic drug targets and conclude commonalities
from different species. There are many variations of the motif
search problem, such as the Simple Motif Search (SMS), the
Edit-distance-based Motif Search (EMS) and the PMS which
is also known as (l, d)-motif search. This study focuses on an
exact enumerative algorithm for the PMS problem. PMS is
formally defined in [1] as “Input are t sequences of length n
each. Input also are two integers l and d. The problem is to find
a motif (i.e., a sequence) M of length l. It is given that each
input sequence contains a variant of M. The variants of interest
are sequences that are at a hamming distance of d from M.”

In solving the PMS problem, traditional string matching
is not efficient since these biological motifs are not typically
exact but are subject to mutations. As a matter of fact, PMS has
already been proven to be NP-hard, which means that it is very
unlikely to have an algorithm that solves it in polynomial time
[2].

Some of the terms used in this study are defined be-
low:

• An l-mer is a string of length l in a DNA sequence of
length m where l <m.

• The Hamming distance dH between two l-mers, of equal
length, is equal to the number of positions where they
have mismatches. Ex. dH(acttgca, actaaga) = 3.

• An l-mer x is considered a d-neighbor of another l-mer y
if the Hamming distance between the two is at most d.

• The d-neighborhood of an l-mer x is the set N(x, d) of
all l-mers with at most d Hamming distance from x. i.e.,
dH(x, x’) ≤ d. Ex. ccgga, ccaaa, and gctta are all in
N(cctta, 2), where l = 5

• The d-neighborhood of a sequence S is the set N(S, d) of
all d-neighbors of all l-mers in sequence S. Ex. N(aattacg,
2) = N(aatta, 2) ∪ N(attac, 2) ∪ N(ttacg, 2) where l = 5.
In this study, we introduce EMS-GT2, an improvement

of EMS-GT that is an exact enumerative algorithm for the
planted motif problem consisting of two phases - - Generate
and Test. The EMS-GT2 algorithm leverages on the block
processing of candidate motifs during its Test phase. The
original EMS-GT algorithm was previously evaluated using (l,
d)-challenge instances (9, 2), (11, 3), (13, 4), (15, 5) and (17,
6). It was already shown in [3] that the current implementation
of EMS-GT is faster than the then state-of-the-art algorithms
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PMS8 and qPMS9 for all (l, d)-challenge instances mentioned
except in (17, 6). Even though that EMS-GT2 algorithm can
only solve (l, d)-instances when l ≤ 17, studies have shown
that DNA motif lengths are usually around 10 bp (i.e., base
pairs, or the number of characters in the string representation) in
eukaryotes and 16 bp in prokaryotes [4]. Thus, the EMS-GT2
algorithm is still significant in practical biological applications.

LITERATURE REVIEW
Motif finding has been studied extensively in the pre-

vious years. Numerous algorithms have been made for motif
finding and for PMS. Each of these algorithms may be catego-
rized as either an approximate algorithm or an exact algorithm.
Approximate algorithms, although they are fast, do not guar-
antee the exact solution all the time. Heuristic algorithms for
PMS that perform local search such as Gibbs Sampling [5],
Expectation Maximization (EM) [6], and Projections [7], [8]
have been previously explored in the literature.

Most of these algorithms initially work on a tuple of
alignment positions that corresponds to l-mers across different
string sequences in the dataset. They then iteratively refine the
alignment until a certain criterion is met. MEME [6] is a tool
for motif finding that implements Expected Maximization.

WINNOWER [9] reduces the PMS problem to finding a
large clique in a multipartite graph. Instead of looking for the
motif directly, the algorithm applies a winnowing technique to
remove spurious edges that trims the graph representation, mak-
ing it easier to find the motif. Other approximate algorithms are
MULTIPROFILER [10], Pattern Branching, Profile Branching
[11] and CONSENSUS [12].

Exact algorithms are not as fast as approximate algo-
rithms but are guaranteed to return the correct answer for any
given problem instance. Furthermore, these exact algorithms
can be categorized based on their approach in solving the prob-
lem. One approach is to generate a common neighborhood out
of all (ml + 1)n possible positions or l-mers from all string
sequences. This approach is called sample-driven. Another ap-
proach is called pattern-driven that checks from |

∑
|l possible

l-mers which are the motifs over a base alphabet
∑

.
[1] proposed a series of exact algorithms for the (l,

d)-motif search problem. The algorithm PMS1 [1] is one of
these algorithms. PMS1 solves the problem by enumerating the
d-neighborhood of all the sequences in the dataset and intersects
them; the result is a set of motifs. PMSi and PMSP [13] are
algorithms based on PMS1. PMSi improves the memory space
requirement of PMS1 by processing only two sequences at a
time. PMSP works by generating all the d-neighborhood of
each l-mer in the first sequence and testing each d-neighbor
if it exists in the remaining sequences. PMSPrune [13] works

very similar to PMP with some improvements. It generates the
neighborhood of an l-mer using a branch and bound approach
and implements a pruning strategy to speed up the testing of
l-mers.

Succeeding algorithms like PMS5 [14] and PMS6 [15]
extend the ideas of PMS1 and PMSPrune. PMS5 generates the
common neighborhood of three l-mers from different sequences
at a time and uses Integer Linear Programming for the pruning
process. PMS6 only differs from PMS5 in the way it determines
the three l-mers. Quorum PMS (qPMS) is a generalized version
of the (l, d)-motif search problem.

Instead of finding an l-mer that exists in all n sequences,
it only considers up to q where q ≤ n. We can see that a qPMS
problem is equal to PMS when q = n. The qPMS7 [16] is one
algorithm that solves the qPMS problem. Algorithm qPMS7 is
a generalized version of qPMSPrune (quorum version of PM-
SPrune) combined with the pruning strategy of PMS5 algorithm.
PMS8 [17] is an algorithm that combines the sample-driven
approach and the pattern-driven approach.

First, it chooses k-tuple T of l-mers from k different
sequences and it makes sure that all l-mers in T have a common
neighbor. Each l-mer that belongs to the common neighborhood
of the tuple T is checked if it appears in the remaining n -
k sequences. One of the current state-of-the-art algorithms,
qPMS9 [18], improves the sample-driven approach of PMS8 by
prioritizing l-mers that are highly distant from those already in
the tuple, resulting in a smaller size of common d-neighborhood
to test and enables the algorithm to process the quorum version
of the PMS problem.

Several exact algorithms solve the PMS problem us-
ing suffix trees and other related data structures. RISO [19],
RISOTTO [20], SPELLER [21] and SMILE are all exact algo-
rithms that use suffix trees. MITRA [22] improves the excessive
memory requirement of sample-driven approach by using a
mismatch tree. Two other algorithms that have some similarity
with our algorithm are the Voting algorithm and Bit-based
algorithm.

Voting algorithm [23] maintains a hash table that tracks
the number of occurrences of every possible l-mer and makes
sure that every l-mer is only counted once in each sequence. An
l-mer is considered a motif if its total occurrences are equal to
the total number of sequences in the dataset.

Bit-based algorithm [24] generates the neighborhood
of each sequence and intersects it to get the set of motifs. Un-
like PMS1, the Bit-based algorithm maps every l-mer to its
corresponding integer value. It uses an array of size |

∑
|l to

represent the neighborhood of a sequence and uses the integer
representation of an l-mer to flag if it is a member of the array.

It generates the neighborhood of all sequences and
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merges it using the logical operator AND. The resulting array
represents the set of motifs.

The EMS-GT Algorithm
The Exact Motif Search - Generate and Test Algorithm

(EMS-GT) for the planted motif search problem is composed
of two phases, the Generate phase, and the Test phase. The
Generate phase takes the first n’ number of string sequences in
the dataset and generates the set d-neighborhood one sequence
at a time then intersects it.

This accumulates and outputs the set of candidate motifs
C and is composed of l-mers that have at least one d-neighbor
in each of the first n’ sequences. The Test phase evaluates
each candidate motif c ∈ C by checking if c has at least one
d-neighbor in each of the remaining n - n’ string sequences.
The phases are formally defined below:

Generate Candidates
This step operates on the first n’ sequences. The inter-

section of the d-neighborhood of each sequence results to the
set of candidate motifs C.

C = N(S1, d) ∩N(S2, d) ∩ ... ∩N(Sn′ , d). (1)

Test Candidates
Each candidate motif in C is evaluated if it has a

d-neighbor in all of the remaining n - n’ string sequences. If a
candidate motif passes the test, it is then included in the set of
motifs M.

Speedup Strategies. To further improve the algorithm
performance, we introduced a number of speedup strategies,
and these techniques are defined in this section:

1. Integer mapping of l-mers.
The l-mers are represented using binary representation

of integer values. Each character in the l-mer is translated using
2 bits (a=00, c=01, g=10, t=11). Ex. actg maps to 00011110
and has an integer value of 30.

2. Bit-based set representation and l-mer enumeration.
The EMS-GT implementation maintains a 4l array for

enumerating all the possible l-mer values. The l-mer’s integer
value is used as the index value for the array. It uses the value
of 1 if the l-mer is a member of the set else it sets the value to 0.

3. Bit-array compression.
To efficiently store these l-mers and save memory space,

EMS-GT implements an approach that compresses the search
space array using integer value bit flags. Instead of one l-mer per
index value, the implementation can flag up to 32 l-mers (since
we are using 32-bit integers) per index value. An illustration on
how the algorithm accesses the bit flag is provided below:

Ex. gacgt maps to 1000011011 = 539 in decimal.
bit position = 539 mod 32 = 27; array index = 539 / 32

= 16; The bit flag for gacgt is in the 27th least significant bit of
the integer at array index 16.

4. XOR-based Hamming distance computation.
The mapping of an l-mer to its integer value has an addi-

tional advantage in computing for mismatch positions. Applying
the Boolean operator exclusive-or (XOR) between two integer
values will return another integer value that contains a nonzero
value for mismatch positions. Counting this nonzero bit pair
positions result to the hamming distance value. An example of
this computation is shown below:

Ex. aacgt maps to 0000011011
tacgc maps to 1100011001
XOR produces 1100000010 = 2 mismatches (Note, the

mismatches are counted per pair)
5. Recursive neighborhood generation.
The Generate step of the algorithm produces the

d-neighborhood of a string sequence by generating the
d-neighborhood of all l-mers in that sequence. Our implementa-
tion of EMS-GT uses a recursive approach for generating the d-
neighborhood of an l-mer. The recursive generation can be visu-
alized by a tree T(x) of height d that is generated in a depth-first
manner. Each node is a tuple of (w, p) where w is an l-mer and
p corresponds to a position in the l-mer 0 ≤ p ≤ l. At a given
node (w, p) and p 6= l, three children nodes are generated where
each node is a variant of w that has a different character starting
at the p + 1 position. The root node is (x, 0), and any l-mer in
nodes at depth t has a hamming distance of t from the l-mer x
(see Figure 1). Given this, the expected size of N(x, d) can be
computed using the equation:

|N(x, d)| =
d∑

i−0

(
l

i

)
3i (2)
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Fig. 1. Illustration of the recursive generation of neighborhood

6. Block-based optimization for neighborhood genera-
tion.

The way our implementation of the algorithm represents
the neighborhood of 4l bit flags array opens up a new way to
improve the generation of neighborhood N(x,d). The algorithm
maintains an array of 32-bit integers where each bit represents
an l-mer. Setting the bit value to 1 means that the l-mer is in
N(x, d), otherwise 0 means it is not. The improvement generates
the neighborhood by blocks of size k where 0<k<l instead
of per bit. It is observed that dividing the bit array N into
4k consecutive blocks results to blocks conforming to one of
the (k + 2) possible block patterns. For each possible k-mer,
block patterns are pre-generated according to the remaining
number of allowed mismatch d′ where 0 ≤ d′ ≤ d. There is no
need to pre-generate the block pattern for 0 value since it only
corresponds to a block pattern where exactly one l-mer is set
and the block pattern for d value since it corresponds to a block
pattern where all bits are set. Given an l-mer x, the generation
of N(x, d) now divides the l-mer to its (l - k)-length prefix y and
its k-length suffix z. The algorithm then generates all prefixes
in N(x, d) by recursively generating N(y, d). For each prefix
y ∈ N(y, d), a block pattern is applied to the neighborhood
array based on the remaining number of allowed mismatch d’
computed using d - dH(y, y’) and the suffix z. This is based
on the observation that the distance between two l-mers is
equal to the sum of the distance between their prefixes and the
distance between their suffixes. The run-time complexity for
generating the d-neighborhood of l-mer x is now reduced to
0(4k

∑l−k
i=0

(
l−k
i

)
3i)

METHOD AND MATERIALS
This section states how the EMS-GT2 and the proposed

speedup techniques were implemented and evaluated using
synthetic datasets for some challenge (l, d) instances. A study
[18] proposed that (l, d) instances where d is the largest integer
value for which the expected number of motifs of length l would
occur in the input by random chance and does not exceed a
constant value (500) are categorized as challenging instances.
The following (l, d) instances (9, 2), (11, 3), (13, 4),

(15, 5) and (17, 6) are the only challenge instances where
l is between 9 and 17, and these challenge instances were used
for the evaluation of the algorithms.

Datasets
Algorithms that solve PMS [9], [17] [18] use a dataset

containing 20 string sequences where each nucleotide is in∑
= {a, c, g, t}. Each string sequence is 600 Base Pairs (bp)

long and each nucleotide is randomly generated with an equal
chance of being selected. A motif is then generated and for
each string sequence in the dataset, a d-neighbor is planted at a
random position. In this study, a generator was run to produce a
dataset of PMS problem instances with this configuration, and
this dataset was then used to evaluate the algorithms. Further-
more, a converter program was used to translate the dataset into
FASTA format in order to execute qPMS9.

Implementation
The EMS-GT2 maintains a 4l motif search space that

is represented by an array of bits for space efficiency. The
previous speedup technique (used in EMS-GT) exploits this
manner of representing the search space by generating the
neighborhood of an l-mer by blocks instead of per bit. In this
study, we took advantage of this block-processing approach
in the testing of candidate motifs. The Test phase checks if
a candidate motif c is in the remaining n - n’ sequences by
comparing if there is at least one l-mer in each sequence that is
within d-distance from c. If a candidate motif x is eliminated
for failing to have a d-neighbor in some input sequence Si, then
it is possible to reduce the testing for another candidate mo-
tif y on the same sequence Si if y is within the same k-block as x.

Parameter Fine Tuning
The EMS-GT2 defines an integer value n′(1<n′<n)

that divides the dataset into two set of sequences. The first n’
sequences are used in the Generate phase while the remaining
are assigned to the Test phase. Previous experimentations [3]
showed that it is efficient for the algorithm to set the value of n’
to 10. Technically, n’ dictates how big is the size of the set of
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candidate motifs C to be evaluated if they are in the remaining n
n’ sequences. In line with this, we run an experimentation that
records the average runtime of the algorithm with the speedup
techniques over 5 tests and having different values for n’. The

values for n’ range from 5 to 10 in this experiment, since we
only want to make the candidate motif set large enough for our
speedup technique to take effect.

TABLE 1
RUNTIME EVALUATION OF THE ALGORITHM WITH SPEEDUP OVER DIFFERENT n’ VALUES

Sequence (9, 2) (11, 3) (13, 4) (15, 5) (17, 6)
5 0.07 s 0.42 s 2.37 s 17.86 s 148.62 s
6 0.06 s 0.29 s 1.54 s 12.64 s 116.01 s
7 0.05 s 0.21 s 1.01 s 10.70 s 119.94 s
8 0.05 s 0.18 s 0.84 s 10.38 s 119.82 s
9 0.03 s 0.14 s 0.75 s 11.01 s 132.10 s
10 0.03 s 0.13 s 0.76 s 11.90 s 146.10 s

Table 1 shows the ideal n’ value for (l, d)-challenge
instances. For (l, d) instances where l ≤ 11, the ideal value for
n’ is still 10. This is true due to the efficiency of the Generate
phase in small instances of the problem. For (13, 4), (15, 5) and
(17, 5), different n’ were used in the evaluation which are 9, 8
and 7 respectively.

Evaluation
For evaluation of the algorithms, we compared the EMS-

GT2 to EMS-GT and the algorithm qPMS9. We used the
challenging (l, d) instances defined in [13] [18]. The instances
used in the evaluation are the following: (9, 2), (11, 3), (13, 4),
(15, 5) and (17, 6).

RESULTS
This section describes EMS-GT2 with the two proposed

speedup techniques and briefly discusses the observation where

the idea for the improvement originated. Runtime evaluation of
EMS-GT2 is also discussed in this section.

Faster Candidate Motif Elimination through Block Pro-
cessing

The EMS-GT algorithm tests candidate motifs in a brute-
force approach. A candidate motif is tested by checking if
it has at least one d-neighbor in each of the remaining n n’
sequences. In testing a candidate motif c, if there is a sequence
Si in the remaining n n’ sequences where c does not have any
d-neighbor, then candidate motif c is automatically eliminated.
In our implementation, the search space is represented by a
compressed bit array and the l-mers are enumerated alphabeti-
cally. L-mers that are near each other do not differ that much.
We used this observation in improving the way the algorithm
tests the candidate motifs (see Figure 2 for the illustration of the
search space).

Fig. 2. First 8 rows of the 45 search space with random flag values
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In EMS-GT, each testing of candidate motif is indepen-
dent of each other. We propose here a new speedup technique
that processes these candidate motifs by blocks. We first par-
tition the search space by blocks containing 4k l-mers. This
results into l-mers that share the same (l k)-prefix characters

where 2<k<l. Since every row in the search space represents
exactly 32 l-mers (32-bit integers), the height of every block
is computed using (4k/32) (see Figure 3 for an example of a
partitioned search space). Additionally, any two l-mers within a
block had at most k hamming distance value between them.

Fig. 3. Illustration of the block partitioning of a 412 search space. There are 45 l-mers in each block and has a height of 32. The illustration shows
the first 3 blocks only
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We process the testing of candidate motifs now by blocks.
If candidate motifs x and y are within a block and x has been
eliminated as a candidate motif in sequence Si(n

′ ≤ i ≤ n),

we can filter out l-mers z ∈ Si where dH(x, z)>d + k. We
collect the remaining l-mers in Si and use them for testing the
remaining candidate motifs in the block along with the other
l-mers in the remaining sequences in {S′

n, S
′
n+1, ..., Sn} {Si}.

The theorem below formalizes the main property used in this
speedup technique.

Theorem 1. Let x and y be l-mers in a block in the search
space containing 4k l-mers. Let d be the number of allowed
mutations in the problem instance. Let z be another l-mer. If
dH(x, z)>(k + d) then dH(y, z)>d, and therefore z is not in
N(y, d).

Proof. Using proof by contradiction, we first suppose
that dH(y, z) ≥ d. Since the l-mers x and y belong to the same
block, then dH(x, y) ≤ k. We use these bounds in the triangle
of inequality dH(x, z) ≤ dH(x, y) + dH(y, z) to derive the
result dH(x, z) ≤ k + d. This result contradicts the given
condition that dH (x, z)>(k + d). Hence, we are sure that
dH(y, z)>d.

The k-value affects the number of l-mers that is filtered
in a sequence. The lower its value, the larger the number of
filtered l-mers and faster candidate motif testing will be. But
since k also affects the number of l-mers in a block, the lower
its value, the fewer the candidate motifs that might benefit from

the speedup technique. In our implementation, we use k = 5
where every block has 32 rows of 32 bit flags representing a
total of 45 l-mers.

Pre-Computation of Mismatch Values
The EMS-GT2 uses the hamming distance computation

heavily during the Test phase. As discussed earlier for the
original EMS-GT, the hamming distance of two binary repre-
sented l-mers, can be efficiently computed using the Boolean
operator XOR. In EMS-GT2, instead of repeatedly counting
these nonzero pairs of bits every time we compute the hamming
distance, we use a pre-computed lookup table to help reduce
computational time. A naive pre-computation of these nonzero
pair counts for all possible l-mers (each represented by 2l bit
values) will introduce an unacceptable overhead computation
time when l is sufficiently large, i.e., when l >= 10 (based on
actual runs on our current machine configurations). A more
efficient approach is to pre-compute only up to l-mers of length
l′ < l, which requires b = 2l’ number of bits. Then we deter-
mine the hamming distance by looking up the nonzero counts
in the XOR results, b number of bits at a time, as described in
Algorithm 1. In our experimentation the maximum required bits
to represent l-mers are 34 bits (for (17, 6)-instance). Given this,
we pre-compute up to 18 bits (l’=9) values only and use the
lookup table twice for the computation of the actual hamming
distance between any given pair of l-mers.

Algorithm 1: Shows the improved way of computing the mismatch value for the Hamming distance computation

Performance of EMS-GT with Speedup Techniques
The EMS-GT2, EMS-GT, and qPMS9 were evaluated

in terms of actual runtime on an Intel Xeon, 2.10 Ghz ma-
chine. The performance of each algorithm was averaged over

20 synthetic datasets for each (l, d)-challenge instance where
l ≤ 17. Table 2 shows the runtime results between EMS-GT2
vs. EMS-GT while Table 3 shows the runtime results between
the EMS-GT2 vs. the qPMS9.
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TABLE 2
EMS-GT AND EMS-GT2 RUNTIME EVALUATION

(l, d) EMS-GT EMS-GT2 % Speedup
(9, 2) 0.04 s 0.05 s -
(11, 3) 0.17 s 0.26 s -
(13, 4) 1.03 s 0.82 s 20.3%
(15, 5) 12.39 s .43 s 15.8%
(17, 6) 143.87 s 111.22 s 22.6%

The additional speedup techniques become more ef-
fective as the l value in the (l,d)-instance grows. For every
(l,d)-challenge instance mentioned where l ≥ 13, EMS-GT2
has improved the runtime over the EMS-GT by at least 15%.
Unfortunately, the speedup techniques in EMS-GT2 failed to
compensate for their additional overhead computations in both
(9, 2) and (11, 3) challenge instances and failed to improve
the overall runtime of the implementation. Previous imple-
mentations of the original EMS-GT failed to beat qPMS9 in

(17, 6)-challenge instance. The proposed EMS-GT2 not only
produced improved runtimes but also succeeded in beating the
qPMS9 in this challenge instance. The improved EMS-GT
is now faster than the state-of-the-art qPMS9 in all of the (l,
d)-challenge instances where l ≤ 17. Even though the imple-
mentation of EMS-GT can only run in (l, d)-challenge instances
where l ≤ 17 because of computer memory constraint, studies
have shown that the typical length of motifs is around 10 Base
Pairs (BP) [4] anyway.

TABLE 3
EMS-GT2 AND QPMS9 RUNTIME EVALUATION

(l, d) qPMS9 EMS-GT2 % Speedup
(9, 2) 0.60 s 0.05 s 91.6%
(11, 3) 1.26 s 0.26 s 79.3%
(13, 4) 4.58 s 0.82 s 82.0%
(15, 5) 25.73 s 10.43 s 59.4%
(17, 6) 123.17 s 111.22 s 9.7%

CONCLUSION AND RECOMMENDATIONS
We have presented EMS-GT2, an improved exact so-

lution for the planted motif search problem. EMS-GT2 was
able to efficiently test candidate motifs within the same block
by filtering out l-mers using a property of the search space
array that we have discovered and proven in this paper. The
previous implementation of EMS-GT already outperforms the
state-of-the-art algorithm qPMS9 in (l, d)-challenge instances

(9, 2), (11, 3), (13, 4) and (15, 5) but failed to beat qPMS9 in
(17, 6)-challenge instance. EMS-GT2 improved the original
algorithm’s performance on (13, 4), (15, 5) and (17, 6) and
was able to beat qPMS9 in all (l, d)-challenge instances where
l ≤ 17.
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