Forecasting the Air Passenger Volume in Singapore: An Evaluation of Time-Series Models

GUO RUI ¹, ZHONG ZHAOWEI ²

¹, ² School of Mechanical and Aerospace Engineering, Nanyang Technological University, Singapore

Published online: 22 June 2017


To link to this article: http://kkgpublications.com/wp-content/uploads/2017/3/IJTES-40004-3.pdf

KKG Publications makes every effort to ascertain the precision of all the information (the “Content”) contained in the publications on our platform. However, KKG Publications, our agents, and our licensors make no representations or warranties whatsoever as to the accuracy, completeness, or suitability for any purpose of the content. All opinions and views stated in this publication are not endorsed by KKG Publications. These are purely the opinions and views of authors. The accuracy of the content should not be relied upon and primary sources of information should be considered for any verification. KKG Publications shall not be liable for any costs, expenses, proceedings, loss, actions, demands, damages, expenses and other liabilities directly or indirectly caused in connection with given content.

This article may be utilized for research, edifying, and private study purposes. Any substantial or systematic reproduction, redistribution, reselling, loan, sub-licensing, systematic supply, or distribution in any form to anyone is expressly verboten.
FORECASTING THE AIR PASSENGER VOLUME IN SINGAPORE: AN EVALUATION OF TIME-SERIES MODELS

GUO RUI 1*, ZHONG ZHAOWEI 2

1, 2 School of Mechanical and Aerospace Engineering, Nanyang Technological University, Singapore

Keywords:
Air Passenger Volume
Time-Series Models
Long-Term Forecasting

Abstract. Nowadays due to the increasing development of the air transport technology, air passenger movements have been growing dynamically. Therefore it is necessary to have a good forecasting model suitable for Singapore's situation. This paper explores various methods to predict the air passenger movements, and analyzes and compares the relative results obtained using corresponding models. 8 time-series models were simulated for 18 years prediction from 1998 to 2015 in the study, and were compared based on their forecasting error measurements. Finally, appropriate models for Singapore's situation are recommended. Afterwards, forecasting for the next 18 years is conducted to have an idea about the future development.

INTRODUCTION

Background

Along with Singapore's rapid development, the country has become a financial center in Asia. Concurrently, Singapore has been attracting more and more tourists due to the good image. Singapore Changi airport has been established into one of the largest transportation air hubs in Southeast Asia [1]. It has been reported that Changi airport has been ranked the world's best airport for 4 years [1].

Moreover, it has been estimated that air transport will be dominant in this century for both passengers and freight [2]. Hence, to uphold the service standard, one important contribution is to expand the facilities promptly to prevent congestion and delay and meet customer satisfaction. In order to carry out such projects to maximize profit and minimize loss, accurate forecasts are necessary and required at a strategic level.

On the other hand, air traffic transport is also closely related to economic growth. Therefore accurate forecasting can also provide practical information for society's economic development [3].

LITERATURE REVIEW

Several time-series approaches have been studied ranging from the Holt's method, linear regression model, non-linear regression model and ARIMA model. Bermudez and his peers have used Holt-Winters method to forecast UK air passenger volume [4]. Profilloidis has made attempt to forecast the demand of Rhodes airport by using a linear regression model and a polynomial trend model, showing a good match [5]. Rodrigo employed Holt-Winter model to conduct forecasting for air passengers volume of Sao Paulo International airport [6]. Emily and his peers have conducted forecasting of Chinese tourist arrivals in Australia by ARIMA model [7]. Wai and his peers forecasted Hong Kong airport's passenger volume using SARIMA and ARIMAX models, which considers seasonality [8]. According to Howard and his colleagues, univariate forecasting outperforms multivariate econometric modelling for long-term forecasting [9]. Andreoni and his colleagues have utilized ARIMA model for air traffic forecasting [10].

Objectives

Since the long-term planning for Singapore air passenger volume can assist on enhancing aviation industry development, it is useful to find the best performed univariate model for Singapore.

In addition, although linear trend and ARIMA models have been explored in depth, other time-series methods have not been studied sufficiently. Moreover, all the time-series models have not been evaluated thoroughly. Under such circumstances, this paper explored more time-series modelling and compared the performance of the models for Singapore’s situation for the first time. Moreover, in this study four error measurements are employed together to evaluate the performance of different models for the first time. By comparison,
the most proper model was chosen for air traffic forecasts. In consideration of large contribution of Singapore’s air traffic to economic growth, because the air passenger volume can reflect the status of Singapore air traffic development, this paper aims to forecast air passenger growth for next 18 years. The forecasting results, then, can be used to deduct the appropriate timing for infrastructure expansion.

**METHODOLOGY**

**DATA COLLECTION**

To carry out comparison of performance of different forecasting models, the numbers of yearly passenger movements in Changi airport from 1998 to 2015 were collected from Wikipedia and were used to build the models, as shown in Figure 1 [11]. It is shown that the passenger volume was growing overall, but in specific years the number decreased.

![Passenger movements in Changi Airport](image)

**Fig. 1. Actual air passenger movements from 1998 to 2015 [2]**

**Time Series Analysis**

**The Holt’s Method**

Holt’s method is defined as exponential smoothing of exponential smoothing [12] [13]. The general equations are demonstrated in the following manners [12]:

\[
F_{(t+1)} = I_t + S_t 
\]  
\[I_t = + (1 - \alpha)(I_{t-1} + S_{t-1}) \]  
\[S_t = \beta(I_t - I_{t-1}) + (1 - \beta)S_{t-1} \]

\(I_t\) is expected level of the time series while \(S_t\) is the expected rate of increase or decrease per period [5]. Equation (1) shows that the forecasting value is the addition of expected level \(I_t\) and expected rate \(S_t\). To calculate the value of \(I_t\) and \(S_t\) by using Equation (2) and Equation (3) respectively, the two smoothing constants \(\alpha\) and \(\beta\) need to be predefined. The values of \(\alpha\) and \(\beta\) were set arbitrarily, the Mean Absolute Deviation (MAD) and Mean Squared Error (MSE) were minimized in order to optimize \(\alpha\) and \(\beta\) [14], [15]. Consequently, \(\alpha\) was modified to 0.64 and \(\beta\) was 0.28.

**Linear Trend Model**

The general form is \(y_t = b_0 + b_1t_i\), where \(t_i\) represents the time. The linear trend graph was plotted by following the actual passenger volume in Excel. The equation for forecasting this data set was estimated to be:

\[y_t = -3834403386.8 + 1929614.608t_i \]  

The coefficient of determination \(R^2\) was 0.92, showing a relatively good fit of the actual movement preliminarily. The Mean Absolute Percentage Error (MAPE) was 7.29%. According to Lewis, when the MAPE value is less than 10% for a forecasting model, the forecasting performance is deemed as highly accurate [16].

The \(t\) values of the coefficient and intercept are much larger than the critical \(t\)-value, 3.965, at 99.5% confidence level for 17 degrees of freedom. Moreover, \(p\)-values are much smaller than 0.05, which indicates rejection of null hypothesis. Thus, the linear model showed in Equation (4) is statistically significant.
Quadratic Trend Model
The general form is \( y_t = b_0 + b_1 t + b_2 t^2 \). With trend addition, the quadratic trend equation was estimated to be:

\[
y_t = 91963.66t^2 - 3.6710^6t + 3.6610^{11}
\]

\( R^2 \) was 0.967, which implies a highly fit regression model. Figure 2 illustrates quite a good match. Especially some points show that the estimation errors are close to 0 (e.g. demand in year 2005 and 2014). According to Table 1, the t value is observed to be relatively larger than the critical t-value, 3.965, at the 95% confidence level for two tails. The p-value is also noticed to be less than 0.01, which shows statistical significance difference from the null hypothesis (the data represent only random fluctuations around the sample mean).

**TABLE 1**

<table>
<thead>
<tr>
<th>Coefficient Details of Quadratic Trend Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>St-Error</td>
</tr>
<tr>
<td>Intercept</td>
</tr>
<tr>
<td>Year</td>
</tr>
<tr>
<td>Year-square</td>
</tr>
</tbody>
</table>

Cubic Trend Model
The general form is \( y_t = b_0 + b_1 X_i + b_2 X_i^2 + b_3 X_i^3 \). Following the same procedure as quadratic model, the best fitted equation with \( R^2 \) of 0.968 is found to be:

\[
y_t = -3099.416x^3 + 1869472.38x^2 - 37693406812x + 2.5331310^{13}
\]

Exponential Trend Model
The general model is \( y_t = ae^{bx} + ln(\alpha + bx) \). It was discovered that the equation best functioned for this particular dataset is:

\[
lny_t = -85.345 + 0.0512t_i
\]

\( R^2 \) was 0.941. The p value of Equation (7) is less than 0.01 to a great extent, indicating that the null hypothesis is rejected. The t value also shows the model is statistically significant.

Logistic Growth Model
The general form of logistic model is \( Y_i = \frac{\beta_1}{1 + exp(\beta_2 + \beta_3 x_i)} + \epsilon_i \), where \( y_t \) represents the estimated passenger number at time \( x_i \), \( \beta_1 \) is the asymptote towards which the passenger volume grows, \( \beta_2 \) reflects the initial passenger volume at initial time, and \( \beta_3 \) controls the growth rate of the passenger volume [17]. In our model, the assumption of error \( \epsilon_i = 0 \) is made. This model was optimized using Gauss-Newton method. Nonlinear regression was selected and the passenger volume was chosen for the response. After calculation, the equation was finalized as:

\[
y_t = 4.4881810^9/(1 + exp(5.35252 - 0.0597719 * (t_i - 1998)))
\]

\( R^2 \) of Equation (8) was 0.947.

ARIMA Model
The general form of an ARIMA (p, d, q) model is [12]:

\[
\phi(B)(1 - B)^q y_t = (B)\epsilon_t
\]

where the \( \phi_i \) is autoregressive parameter, the \( \theta_i \) is moving average parameter and the \( \epsilon_i \)'s are white noise error terms [3] [11]. In the ARIMA model, backward shift operator B \( (B^my_t = y_{t-m}) \) is used. In Equation (10) \( \phi(B) = 1 - \phi_1 B - \phi_2 B^2 - ... - \phi_p B^p \) represents the autoregressive part polynomial of order p and \( \theta(B) = 1 - \theta_1 B - \theta_2 B^2 - ... - \theta_q B^q \) is the moving average part with highest order q. The parameter d indicates to which extent differencing is needed to transform a non-stationary model to stationary [12] [13].

The Iterative Box-Jenkins method was suggested to be utilized [18]. There are three steps inclusive of model identification, estimation and validation. In the model identification step, the data need to be verified whether it is stationary [18]. The time series \( y_t \) is (weakly or covariance) stationary if the mean and the variance of \( y_t \) are independent of time [12]. Therefore any impact on \( y_t \) will not have a permanent influence on the future development of the series [15].

The graphical judgement of Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) plots was employed. It has been found out that if the ACF plot expresses decay tendency or has an unusual large value, the data are of non-stationarity and need further improvement [18].
Figure 2 shows the gradual decline of ACF values and outlier of the first PACF, which indicates non-stationary situation [19]. With the stationarity of the data achieved by adding two differencing terms, p and q need to be decided subsequently. The model ARIMA (3, 2, 2) is yield and simulated.

RESULTS ANALYSIS
Comparison of the Linear Model, Quadratic Model and Exponential Model

According to Profillidis, there are four criteria to evaluate the performance of forecasting model [13]. The linear trend model and the polynomial trend model are compared and assessed in this subsection. The term degree of divergence \( D_i = \frac{y_i - f_i}{y_i} \% \) is introduced by Profillidis [20], where \( f_i \) is the forecasted value of passenger demands for year i. \( D_{mean} = \frac{1}{N} \sum_{i=1}^{N} |D_i| \) is used to evaluate the forecasting model [20]. In addition, the maximum degree of divergence \( D_i \) is also one of the gauges. In this study, \( N = 18 \).

It was calculated that \( D_{mean} = 7.54\% \) and max \( D_i = 13.25\% \) for the linear trend model, \( D_{mean} = 4.26\% \) and max \( D_i = 8.32\% \) for the quadratic model and \( D_{mean} = 5.49\% \) and max \( D_i = -26.08\% \) for exponential model. The mean divergence for all three models is well below 10%, and it can be observed that the quadratic model outperforms the other two.

The mean divergence balance \( D_{bal} \) is another criterion for measurement. \( D_{bal} = \frac{1}{N} \sum_{i=1}^{N} |D_i| \) can show the approximation of differences between the actual and estimated values. \( D_{bal} = 0.37\% \) is for the linear model while 0.33% for the polynomial model. Figure 3 illustrates that the forecasting values from the quadratic model are nearer to the real values as compared to the linear and exponential models. Profillidis also highlighted and conducted a physical comparison [20]. For the linear equation, the second-derivative equals to zero: \( \frac{d^2y(t)}{dt^2} = 0 \), which shows that no external impact is taken into consideration during this forecasting process. However, for the quadratic model, its second derivative is \( \frac{d^2y(t)}{dt^2} = 91964 \), which indicates that an external impact exists with amplification effects on the model. The amplification effects can be due to GDP growths, more global cooperation and even increasing leisure tourists worldwide [20].
The $R^2$ of exponential trend model is lower than that of the linear and quadratic trend models. Furthermore, $\frac{\text{Actual} F}{\text{Critical} F}$ is 57 for the exponential trend model and 59.5 for the quadratic trend model. Since the ratio for the quadratic model is higher, the model is statistically better for this particular Singapore’s situation.

Cubic Trend Model Analysis

The $p$-value of the cubic trend model is around 0.5, which is comparatively larger than 0.05. Moreover, the t-values for the three coefficients are all smaller than the critical t value, 0.689, at the 50% level. Hence, the null hypothesis ($b_3=0$) cannot be rejected, which indicates that the cubic trend model is not suitable for forecasting Singapore air passenger demands in the current situation. The reason may be that there is an explicit increasing trend of air passenger demands, which means the air passenger volume is growing at a rather stable rate in the sample data provided.

Logistic Growth Model

Due to large $p$-value, the model is not statistically significant. Hence, the model cannot illustrate the relationship of air passenger demands and time, and does not fit with this particular dataset. It proves from another perspective that the passenger demand is still on fast-growth trend. Hence, the logistic growth model is suggested to be applied when the market becomes mature or there is a capacity constraint.

ARIMA Model

The model is described by Equation (10): $R^2$ was 0.974. The t value was 12.239, which exceeds the critical value at the 5% critical level. Thus, the model was statistically significant.

$$y_t = 0.261y_{t-1} - 0.205y_{t-2} - 0.652y_{t-3} - 1.479e_1 + e_2 \quad (10)$$

Overall Comparison

Table 2 summarizes the error measurements for different models. The MAPE of the ARIMA (3, 2, 2) model is the smallest and the MAPE of the linear trend model is the largest. In addition, RMSE and $D_{bal}$ are also the smallest. Thus, the ARIMA (3, 2, 2) model is considered the best performed model in time series models for Singapore air passenger forecasting. On the other hand, the RMSE, $D_{bal}$ and the largest degree of divergence of Holt’s method are the largest. Hence, Holt’s method is not suitable for Singapore long-term passenger forecasts. On the other hand, the average growth rate of passenger demands is calculated. The average growth rate of the ARIMA model and Holt’s method is closest to the actual value 5.4%. Hence, during forecasting, it is essential to reflect the actual data’s trend in the model. Figure 4 shows the comparison of results among time-series models. In general, the exponential model overestimated the passenger demands, which indicates Singapore air passenger hasn’t reached the level of exponential growth rate. The linear model shows gradually slower growth rate as compared to the actual one. The ARIMA model, however, follows the actual trend tightly.

Besides ARIMA model, the quadratic trend model is the best performed model. The value of largest degree of divergence of the quadratic model is smallest. This shows that the quadratic trend model is reliable in general. The result may indicate that the quadratic trend model provided a more general incremental tendency projection, while the ARIMA model took into account for the details. For instance, the actual data show reduction in passenger volumes in 2003 and 2009. It can be seen that the ARIMA model followed the exact trend including the decrease situation but with a delay.
Forecasting

Since the ARIMA (3, 2, 2) model and the quadratic trend model outperform other models, 18 more years passenger demands are forecasted using these two models. Figure 5 demonstrates that from 2018 onwards, the quadratic trend model reveals a faster growth rate.

The phenomenon occurs may be because the quadratic trend model implies an increasing growth rate of air passenger demand. On the other hand, the ARIMA model took into consideration that there were decreasing cases in the period of 2004 and so on. Hence, there is possibility during next 18 years the air passenger movements may decrease due to external causes.

It is noticeable that air passenger movements are expected to be doubled by using the ARIMA model and tripled by using the quadratic trend model. Under such circumstances, there is necessity to plan for expansion of infrastructure and operational procedures properly and promptly to keep service standard. Moreover, accurate forecasting information can lead to appropriate timing for facility construction with minimum effect on service. In addition, the long-term forecasting also provides information for aircraft ordering and design in consideration of bigger aircraft to carry more passengers [20]. Simultaneously, the accurate forecast can contribute to identifying capacity constraints in advance [21]. Decisions of network planning and management, fleet assignment, manpower planning, flight scheduling, and revenue managements and so on are also affected by forecasting information [22].

CONCLUSION AND FUTURE WORK

This study examined the ability of several time-series models for predicting the yearly number of air passenger movements in Singapore. The results in this paper show that the ARIMA model was found to be the best in time-series models. The quadratic trend model was also found to be highly accurate for the passenger movements forecast. The next 18 years’ (2016-2033) passenger volume was forecasted by using the quadratic trend model and the ARIMA (3, 2, 2) model.

It is expected in the future seasonality or cyclic can also be taken into account. Holt-Winters exponential smoothing and the Seasonal Autoregressive-Integrated-Moving Average Model (SARIMA) shall be employed for prediction.
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