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Abstract: This research aims to monitor abnormal climate changes and supervise Air Quality (AQ), especially in
Morocco. This study aims to contribute to finding a solution to the AQ degradation and climate change issues by
using Remote Sensing (RS) techniques. RSBD in NRT is collected from six sources: the MDEO ground station of
EUMETSAT data, the EOSDIS data of NASA, the NESDIS data of NOAA, and the Copernicus platform, some MGS
data, and the Raspberry PI sensors data. The current manuscript explains the different aspects of the used satellite data,
proving that satellite data could be regarded as Big Data (BD). Accordingly, this research has proposed a Hadoop BD
architecture and explained how to efficiently process RS environmental data. This architecture comprises six main
layers: the data sources, data ingestion, data storage, data processing, data visualization, and the monitoring layer. The
aforementioned architecture automatically collects filters, extracts, and stores data into the HDFS. This proposed model
would be beneficial in managing adverse climate conditions and prevent natural disasters.
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I. INTRODUCTION
In this last decade, the world suffers from various

environmental problems, and several natural disasters,
including air pollution, abnormal climate change, earth-
quakes, and so on [1, 2]. At this stage, it is important
to precisely supervise the climatic and pollution data in
atmospheric layers in the troposphere such as the temper-
ature, the humidity, the wind speed and the concentration
of trace gases. Recently, satellite data are become widely
employed in many potential applications such as tracking
pollutant plumes, AQ monitoring support and weather
forecasting [3, 4]. In this investigation we have used both
polar and geostationary satellites; the main difference

between the two is the nature of the orbit. The polar satel-
lite passes always by a Sun Synchronous Orbit (SSO)
scanning the north and south poles of the earth [5]. The
geostationary satellite passes by a unique orbit over the
equator within the same speed of earths rotation making
twenty-four hours per orbit [5].

RS techniques refer to the use of the technologies,
measuring the specifications of the earth’s surface, ocean
and atmosphere components without making physical
contact with it through Electromagnetic Energy (EME)
[6]. This technique employs plenty of types of sensors.
Generally, satellite sensors are divided into two main
categories: active instruments such as Light Detection

∗Correspondence concerning this article should be addressed to Badr-Eddine Boudriki Semlali, Faculty of Sciences and Techniques, Abdel-
malek Essaadi University, Tetouan, Morocco. E-mail: Badreddine.boudrikisemlali@uae.ac.ma

c© 2019 The Author(s). Published by KKG Publications. This is an Open Access article distributed under a Creative Commons Attribution-
NonCommercial-NoDerivatives 4.0 International License.

http://crossmark.crossref.org/dialog/?doi=10.20469/ijtes.5.40001-2&domain=pdf
https://dx.doi.org/10.20469/ijtes.5.40001-2
Badreddine.boudrikisemlali@uae.ac.ma
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/


31 Semlali, B.-E. B. et al. / International Journal of Technology and Engineering Studies 5(2) 2019

and Ranging (LIDAR) and Radar, which illuminate the
scanned object with their energy, emit radiation over the
target, and then detect the reflected or backscattered radi-
ation [7]. The second type is passive instruments, which
detect natural radiation emitted from the target, especially
sunlight and photon [8].

In this research, we collect satellite data from the
Mediterranean Dialogue Earth Observatory (MDEO) ter-
restrial station installed in Abdelmalek Essaadi University
of Tangier [9], the National Aeronautics and Space Ad-
ministration (NASA) [10], the National Oceanic and At-
mospheric Administration (NOAA), the European Space
Agency (ESA), some Meteorological Ground Station
(MGS) [11] and from a Raspberry PI ground sensor in
Near Real-Time (NRT). These satellites produce daily a
large number of datasets, coming from various sources
and diverse sensors within different spatial, temporal
and spectral resolutions, the daily amount of collected
data reaches one hundred Gigabit (GB). These data have
also different file formats including the Binary Univer-
sal Form for the Representation of meteorological data
(BUFR) assumed by the World Meteorological Organiza-
tion (WMO) [12], the Hierarchical Data Format (HDF5)
developed by the National Center for Supercomputing
Applications (NCSA) [13], the Network Common Data
Form (NetCDF) created by University Corporation for
Atmospheric Research (UCAR) [14], and so on. These
formats have various physical structures. Accordingly,
decrypting these kinds of files demand some specific li-
braries and interfaces, that make the read of RS data more
difficult for non-expert end-users and are continuously
increasing storage spaces [15].

The velocity of RS data is so high; it is meaning the
rate of which data come there are an important number
of files coming per day with a big size. For instance, the
Suomi National Polar-orbiting Partnership (NPP) satel-
lite provides data with a rate of two thousand files per
day. EPS-Africa channel provides also about three thou-
sand daily files. The Sentinel 5P affords also a huge
daily data encompassing forty-eight GB [16]. Similarly,
NASA and NOAA data have also an important velocity.
Accordingly, RS data are regarded as BD according to
the attribute definition of BD based in the 4Vs (Volume,
Variety, Velocity, and Veracity), thus the processing of
RS BD includes several challenges in term of data col-
lection, storage and handling; as a result, it is necessary
to develop a BD platform enabling data collection, sort,
categorizing, analyze and storage. Designing a BD archi-
tecture is the best way to split the problem of RSBD. We
have to design and make in place well all the essential
components of BD where each layer platforms have a spe-

cific function. These architectures help to trace the data
pipeline, either batch, and streaming processing. Gener-
ally, we find six layers in BD architecture: data sources,
ingestion layer, Hadoop storage platform, Hadoop man-
agement layer, Hadoop infrastructure layer, security layer,
and monitoring layer. In this study, we will cover the
basics of RS technique, and its use for satellites and sen-
sors. Moreover, we will prove that the received data are
massive and complex and can be considered as BD. We
also proposed an innovative architecture to process this
kind of data. The aforementioned architecture will auto-
matically collect remote data, filter subsets and extract
and store data into HDFS; moreover, the processing layer
will include some Artificial Intelligence (AI) algorithms
increasing data accuracy. Finally, the visualization layer
will show data in NRT into interactives maps and charts
helping in the decision-makers. This architecture should
be supplied with another Cloud Computing architecture
that may optimize the time execution; this task would be
an interesting work to be conducted in the future.

II. BACKGROUND
Generally, BD refers to diverse and complex data with

a huge volume, which go beyond the management is the
ability of current architectures and platform. There are
three definitions of BD which are: the attribute definition
based in the four salient (Volume, Velocity, Variety, and
Veracity) [17]. The second one is the comparative def-
inition that refers to datasets that go beyond the ability
of storage, managing, and processing. The last denota-
tion is the architectural definition that suggests that BD
limits the ability to perform effective processing within
the traditional relational approaches, or requires the use
of significant horizontal scaling for efficient processing.
Satellite data become widely used in many applications
such as tracking pollutant plumes, supporting AQ provid-
ing input for AQ models [18], monitoring Aerosol Optical
Depth (AOD) [19] and estimating the Ozone precursor
[20]. In our study, we apply RS technique to supervise
AQ of Morocco [21], and monitor climate changes in
NRT.

We acquired data from four organizations which are
the MDEO providing NRT data from multiple EUMET-
SAT satellites [22]. These data support scientific re-
searches such as pollution monitoring, early warning
against disasters, particularly, storm and flood, and it
supervises the climate changes, We have gathered also
from the NASA, the NOAA, the ESA and some MGS
through their websites in order to apply a data validation
[23]. In addition, we have developed a Raspberry PI robot,
equipped with MQ sensors in order to support RS data
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validation. Fig. 1 shows the main sources of the acquired
satellite data, the satellites, the channel and their prod-
ucts. We collect data from ten polar satellites including
the MetOp [24], Terra AURA Sentinel and so on, except
for the Meteosat, that is second generation (MSG) and is
geostationary [25]. In addition, we exploited many active
and passive satellite such as the Tropospheric Monitoring
Instrument (TROPOMI), Fourier Transform Spectrometer
(TANSO-FTS), Moderate Resolution Imagin Spectrome-
ter (MODIS), the Global Ozone Monitoring Experiment2
(GOME-2) [26] and so on. Table 1 shows the used chan-

nel with their extension, file and size per day. In our case
study, RS data come with a high velocity reaching forty
thousand files per day with an average latency of thirty
minutes. These data increase continuously the storage
space with 56 GB per day. The collected data are stored
in scientific files format, particularly the NetCDF, HDF5
and BUFR [12]. Accordingly, and according to attribute
definition (Venue, Volume, Variety, Veracity, Velocity and
so on) of BD [12] we can affirm that satellites data are
BD.

 
Fig. 1. Sources channel of the used satellite data

TABLE 1
USED SATELLITE DATA WITH THEIR SPECIFICATIONS

Product Name File is Format (Files/Day) Data Amount (Mb/Day)

Sentinel-3 NetCDF 41 14000
Sentinel-5P NetCDF 85 4400
EPS-Africa BUFR, Bin 9000 2200
EPS-Global Bin 1000 180
Data_Channel_3 GRIB, HDF5 300 240
NPP-3 NetCDF, Bin 1000 1100
SAF-Africa BUFR, HDF5 2000 700
SAF-Europe BUFR, Bin HDF5 5000 3800
AIRS2SUP_NRT.006 HDF5 640 5400
MCDAODHD HDF5 4 4
ML2CO_NRT.004 HDF5 90 25
ML2H2O_NRT.004 HDF5 90 25
ML2HNO3_NRT.004 HDF5 90 25
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TABLE 1
CONTINUE

Product Name File is Format (Files/Day) Data Amount (Mb/Day)

ML2N2O_NRT.004 HDF5 90 25
ML2O3_NRT.004 HDF5 90 30
ML2SO2_NRT.004 HDF5 90 25
ML2T_NRT.004 HDF5 90 25
MOD11_L2 HDF5 250 590
MOD14 HDF5 280 4900
MOP02R_NRT HDF5 30 660
NMTO3NRT HDF5 14 123
NPBUVO3-L2-NRT HDF5 14 7
OMAERUV HDF5 15 86
OMSO2NRTb HDF5 15 361
OMTO3 HDF5 15 530
Precipitation NetCDF 15 410
Active-Fire-EDR NetCDF 1100 90
Aerosol-Optical-Depth NetCDF 600 20000
Nadir-Profile-Ozone NetCDF 1100 14
Precipitation-and-Surface NetCDF 2500 3300

III. METHODS AND MATERIALS

Designing a BD architecture is the best way to split
the problems of BD processing. We have to design and
make in place well all the essential components of BD,
where each layer has a particular function. There are
seven layers as illustrated in Fig. 2, which are: the data
sources, the ingestion layer, the Hadoop storage, manage-
ment, infrastructure, security and the monitoring layer, as
explained below:

• The RS data sources layer designates the differ-
ent RSBD sources that need an efficient treatment
in the ingestion layer. In this paper, our principal
RS data sources are the MDEO ground station of
EUMETSAT data, EOSDIS data access of NASA,
the NESDIS [27] data access of NOAA and the
Copernicus platform of ESA.

• The next layer is the ingestion layer since it in-
volves connection to plenty of data sources, filters,
subsets, extracts and removes noised and inaccu-
rate datasets. This ingestion layer decompresses
and filters RS BD of the selected countries using
their satellite orbits cross times, and bounding rect-
angle of longitude and latitude. Then, many en-

vironmental and pollutants variables such as tem-
perature, humidity and the concentration of several
trace gazes particularly CO, CO2, NOx, CH4 are
extracted from plenty converted files. The final
step in this layer is to subset and remove inaccurate
values before they are stored inside the distributed
files system especially the Hadoop HDFS, Amazon
S3, or GlusterFS.

• The storage layer is dedicated to save and store the
output data from the ingestion layer into distributed
databases, particularly the Hadoop HDFS. HDFS
facilitates parallel data processing mainly by using
a master/slaves topology [28].

• The management layer includes all necessary
tools for RSBD batch processing; in our research
MapReduce and Dryad are the programming mod-
els that will be applied, the PIG language that
would be an interesting language to use in order to
develop some smarts algorithms based in AI, Deep
Learning (DL) and Data Mining (DM) helping in
the decision-makers.

• The final step of the BD processing is the visualiza-
tion, it helps to show final results into charts, maps,
tables, and reports.



Semlali, B.-E. B. et al. / International Journal of Technology and Engineering Studies 5(2) 2019 34

 
Fig. 2. The proposed Hadoop BD architecture

IV. RESULTS

The ingestion layer permits the selection of the inter-
esting pollution or climate variables from a wide range
of the stored Raster datasets or from the converted files.
In this investigation, we were interested on twelve vari-
ables including temperature, humidity, pressure, wind
speed, AOD, VCD of trace gases and so on [29]. The
output of the extraction script is saved into a CSV file
(see Fig. 4 and 5). The final plots are the refined datasets
that could be integrated and used in the forthcoming as
input of AI algorithms. In addition, the final output has a
unified structure and format. It can be integrated into an
HDFS to apply some environmental models (CALMET
and CALPUFF) and algorithms of interpolation fusion
and validation based on DL from Fig. 3, we can notice
that the number of plots is also different among coun-
tries. Big countries such as China, USA and Australia

reach more than forty million plots per day, however for
moderate countries surface as, for instance, Morocco and
Spain, there are only seven million plots per day. We
remark also that channels using a sensor with a high res-
olution including (MOD14, MOD11, and AOD) occur
a huge number of the measured values. Fig. 6 and 7
show the Vertical Mixing Ration (VMR) with the Part per
Million or Billion unit (PPMv-PPBv) of the Ozone (O3)
and Carbone Monoxide (CO) of Morocco in 11/06/2018,
respectively. The altitude of this measurement is between
0-200 meters. These maps are an example of the visual-
ization tools showing the low tropospheric air pollution
of Morocco helping decision makers. We notice that the
density of the trace gases is significant near industrials
zones located in Casablanca, Safi and Tangier. More over
the concentration of CO and SO2 are high in the coastal
areas near ports due to the high activities of the maritime
transport.

 
Fig. 3. The number of plots after the processing
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Fig. 4. The CSV output containing the VMR of CO in Morocco (PPMv)

 
Fig. 5. The CSV output containing the VMR of O3 in Morocco (PPMv)

 
Fig. 6. VMR of O3 (PPBv)

 
Fig. 7. VMR of CO (PPMv)
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V. COMPARISON

In this section, we will show and compare other stud-
ies witch process environmental RS data.

There is some other investigations witch:

• Monitor the atmospheric pollution using the IASI
data collected from the MetOp satellites. This study
has also developed an algorithm validating and op-
timizing the quality of the IASI datasets [30].

• Depict the changes in the surface temperature using
the MGS data gathered from the SEVIRI sensor. A

developed algorithm used these variations as input
to predict earthquakes in Algeria [31].

• Supervise continuously the sea, land, ice, and forest
by processing the ENVISAT data with a novel par-
allel architecture based on Hadoop and MapReduce
[32].

• Develop a java-based application processing the
MDEO data in NRT to monitor and correlate the
air pollution in Morocco with their emitting sources
such as factories, power thermal plants and so on
[21].

TABLE 2
COMPARISON AMONG RELATED WORKS

Study RS Data RS Data Processing RS Application
Sources Satellites Sensors Size/day Velocity/day Architecture Tools

This study 4 11 16 More than
56 Gb

More than
36000 Files

Single &
distributed
(Hadoop)

Java
Python
Bash

AQ Forest
fire Climate
changes

[30] 1 1 1 About 566
Mb

About
2000 Files

Single Python Air Pollution

[31] 1 1 1 About 10
Mb

About 8
Files

Single AEPA Earthquake pre-
diction

[32] 1 1 1 About 500
Mb

About 5
Files

Distributed
(Hadoop)

Pig Climate
changes

[21] 2 2 4 More than
1 Gb

About 2200
Files

Single Java Air pollution

From Table 2, we notice that the comparison focuses
mainly on the features and the characteristics of the pro-
cessed RS data, particularly: the RS data sources, size,
velocity the processing paradigm, the language of devel-
opment and the field of application.

We remark also that all the aforementioned studies
RS data for an environmental application, particularly:
AQ monitoring, forest fire detection, climate changes
supervision and earthquakes prediction.

The majority of these studies used only one RS data
source, one satellite, and a maximum of 4 satellite sen-
sors. The total size treated per day does not exceed 1
GB and 2200 files. However, our study uses four data
sources especially: The MDEO, the NASA, the NOAA
and the Copernicus data and processes daily 56 GB stored
in more than 36.000 files.

Accordingly, our input of RS data is very consistent
and will help to occur accurate results after. In addition,
our proposed architecture of processing could be executed

in a single architecture executed on a standard computer
or distributed using a Hadoop or a Cloud cluster.

VI. CONCLUSION AND RECOMMENDATIONS

During this last decade, air pollution and climate
change have been two phenomena that affect the envi-
ronments safety and human is health. This is due to the
emission of pollutant gases particularly, CO, CO2, NOx

and so on, from industrials, transport and agriculture ac-
tivities. Thus, the continuous monitoring of atmospheric
composition in NRT become highly significant. The key
solution is to employ RS techniques that provide global
scale satellite data in NRT. Our research aims to monitor
abnormal climate changes and supervise AQ especially in
Morocco. We collected RSBD in NRT from six sources
which are the MDEO ground station of EUMETSAT
data, the EOSDIS data of NASA, the NESDIS data of
NOAA, the Copernicus platform, some MGS data, and
the Raspberry PI sensors data. The handicap is that these
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datasets have not only a huge volume and velocity but
also come with different file formats since they cover
a global scale, and they come from different satellite
sensors with a wide spectral resolution. Accordingly, we
have proved that RS data are BD according to the four
salient: volume, variety, velocity, and veracity. In our
case, RSBD is heavy in terms of size, reaching 56 GB per
day, stored in different files extensions including (BIN,
BUFR, NetCDF, HDF5, etc.) and have a high velocity
averaged within 36.000 daily files. There is no doubt
that the existing systems and architectures are so limited
to handle the NRT RSBD. As a result, we have adopted
the Hadoop architecture to RSBD to process efficiently
this kind of data. This architecture is composed of six
main layers as follow: the data sources, data ingestion,
data storage, data processing, data visualization, and
the monitoring layer. The aforementioned architecture
automatically collects filters, extracts and stores data into
the HDFS. Moreover, the processing layer will include
some AI algorithms increasing data accuracy. Finally, the
visualization layer will show data in NRT into interactives
maps and charts helping decision-makers. This architec-
ture should be supplied with another cloud computing
architecture that may optimize the time execution. This
task would be an interesting work to be conducted in the
future.
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